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Overview 
Setting the scene 

Goals for Phase-II upgrades installed in LS3 

• HL-LHC Run 4 and on 

Run 3 Phase-I system 

High level overview of the two proposed trigger architectures 
Two hardware trigger level architecture 

• Level-0, Level-1 then Event Filter 

Single hardware level architecture 

• Level-0 straight into Event Filter 

Description of trigger levels in both architectures 
Level-0 

Level-1 

Readout 

Dataflow 

Event Filter 

Summary 
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ATLAS Phase-II upgrades in LS3 for HL-LHC Run 4 

 

Already described in talks earlier this week 
Track trigger 

Inner Tracker 

Calorimeters 

Muon spectrometer 

The subject of this talk 
Trigger and data acquisition 
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ATLAS trigger goals for HL-LHC 
Physics 

Higgs boson studies require precision at electroweak scale 

• Higgs Boson is light and requires triggers at the EW scale  

• precision measurement of Higgs couplings a window into new physics 
(including much higher mass scales than the LHC) 

BSM may require low cross section processes with large backgrounds, e.g. SUSY 

• subtle BSM physics can only be found if SM is well understood 
– Standard Model studies are essential 

European Strategy report (ECFA), P5 (DOE/NSF) conclude that HL-LHC needs 3000	fb&' 

• 10 years at ℒ = 7.5×10/0cm&3s&' 
• high efficiency essential to avoid even longer running… 

Trigger 
Thresholds low enough to capture as much physics as possible 

Trigger techniques as similar as possible to offline selection 

• e.g. if analysis uses fat jet trigger, trigger should use fat jet trigger 

Triggers should keep systematic errors to a minimum 

• many Higgs measurements will be systematics limited 
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ATLAS Run 3 Phase-I trigger 
Upgraded Level-1 trigger 

• L1Calo with increased granularity:– low energy thresholds with improved isolation 

• New Small Wheel Muon Endcap trigger:– suppress fake rates with new detectors 

Upgraded Dataflow 

• FELIX:– custom boards 
hosted on commodity PCs 

Upgraded High Level Trigger 

• multi-threading, 
seamless integration of 
offline algorithms 

• Fast TracKer (FTK):– full 
event hardware tracking 
evolving during Run 2 

 

Level-1 Accept rate 100 kHz, 
Event Filter output 1 kHz 
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ATLAS Trigger and DAQ after Phase-I upgrade
Triggering in Phase-I will be 
achieved with an upgraded 
L1Trigger: a real-time, low 
latency path using: 
• Multi-Gbps (6.4-12.8 Gbps) 

optical IOs
• Algorithms implemented in 

large FPGAs
• ATCA (VME) boards 

hosting multiple 
interconnected FPGAs 
using Multi-Gbps links.

• Example: jFEX (see later): 
• ATCA board, 5 FPGAs 
• 240 x 11.2 (6.4) Gbps 

inputs,  
• 48 x 11.2 (6.4) Gbps 

Outputs, 
• 120 x 11.2 (6.4) Gbps 

inter-FPGA connections.
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Level-1 (< 2.5 µs)
Central trigger

Level-1 calorimeter Detector 
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ROD

ReadOut System

ROD ROD

FE FE

Data Collection  
Network

Pre-processor
nMCM

Level-1 muon

MUCTPI

600 Hz

6.5 kHz

40 MHz

70 kHz
100 kHz

12 kHz

1 kHz

1.6 MB

10 GB/s

960 MB/s

100 GB/s

2.4 MB

240 GB/s

29 GB/s

2.4 GB/s

Event building

Level-2 requests
25 kHz
40 kHz

8 GB/s
60 GB/s

2012 Post LS1

20 MHz

e/j/g 
FEX

Jet/
Energy

Electron/
Tau

Muon detectors including NSW

Topology
CTP

Level-1 accept

CMX CMX

CTPOUT

CTPCORE

FELIX

Regions 
Of Interest         ROI 

Requests

Event 
data

HLT processing 

~550 ms
Fast TracKer 

(FTK)

Optical 
Plant Barrel 

sector logic
Endcap 

sector logic
...

...

Tile calorimeter

LAr calorimeter
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Performance of Phase-I hardware trigger at Phase-II 
Hardware trigger rates for desired physics come in at around 1 MHz 

Target thresholds at or better than Run 1 

• single electron 22 GeV, single muon 20 GeV, compared to 25 GeV in Run 1 

 
Many individual triggers in excess of the Phase-I overall Level-1 limit of 100 kHz 

• single electron, di-τ 

Setting thresholds to keep total rate to 100 kHz incompatible with physics aims 

• for single leptons would imply 32 GeV electron and 40 GeV muon 

ATLAS Phase-II Upgrade
Trigger and Data Acquisition

Initial Design Review
Draft 2.0, November 26, 2015 22:52

3 System Architecture405

The Phase-I system cannot deliver the physics performance requirements described in the406

previous chapter without significant modification. Section 3.1 describes the deficits of the407

Phase-I trigger system in the context of the HL-LHC. Section 3.2 then describes the upgrades
to the TDAQ system required to address the physics requirements set out in Chapter 2.408

3.1 Phase-I Physics Limitations409

As described in Chapter 2, the general requirement is to maintain thresholds similar to those410

delivered by the Run 1 trigger system. Table 1 shows the expected rates for the Phase-I Level-1411

system at L = 7.5 ⇥ 1034 cm�2s�1 for a menu that is similar to the Run 1 menu, for the reasons
explained in Chapter 2.412

Table 1: Level-1 rates of key triggers assuming the Phase-I system at L = 7.5 ⇥ 1034 cm�2s�1. The
rates shown are for proposed Phase-II menu, third column, which in some cases has slight improvements
or acceptable losses compared to the Run 1 menu, which is given in the second column for reference.

Phase-I Level-1 system performance
at L = 7.5 ⇥ 1034 cm�2s�1

Run 1 Offline pT Offline Threshold Level-1 Rate
Item Threshold [GeV] for Phase-II Goal [GeV] [kHz]
isolated Single e 25 22 200
single µ 25 20 40
di-g 25 25 8
di-e 17 15 90
di-µ 12 11 10
e � µ 17,6 17,12 8
single t 100 150 20
di-t 40,30 40,30 200
single jet 200 180 60
four-jet 55 75 50
Emiss

T 120 200 50
jet + Emiss

T 150,120 140,125 60

The rates shown in Table 1 are incompatible with the Phase-I readout system. The options
available to address this issue are to increase the selectivity of the Level-1 system by incorpo-413

rating additional information, and to increase the readout rate. The proposed solution is to414

increase the readout rate to the maximum allowed by external constraints (400 kHz) and to use415

additional tracking and calorimetry information to increase the selectivity while preserving
the physics performance.416

The Letter of Intent [3.1] (LoI) specified a preliminary design with Level-0 and Level-1 rates
of 500 kHz and 200 kHz respectively. This was expanded to allow not just the single-lepton417

trigger to maintain Run 1 performance, but also the tau and hadronic triggers to approach
Run 1 performance.418

3.1.1 Raising the thresholds?419

The Level-1 single-lepton trigger rates expected from the Phase-I trigger system at a luminos-420

ity of 7.5 ⇥ 1034 cm�2s�1 are shown in Figure 10. It shows that a single-lepton pT threshold421

13
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Hardware muon efficiency and acceptance 
Muon barrel efficiency and acceptance are crucial trigger issues for ATLAS 

Largely driven by geometrical acceptance 

• purity cannot be relaxed because of high background rates 

 

Without changes barrel efficiency likely to be worse due to trigger chamber aging  
Redundancy added into hardware trigger 

• in barrel add new muon trigger chambers and include precision muon detectors 

• in forward region include precision muon detectors 

Muon%Efficiency%and%Acceptance%

25%February%2016%
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•  Crucial%trigger%issues%for%ATLAS%are%the%muon%barrel%efficiency%and%acceptance%%
•  Without%changes,%efficiency%at%Phase%2%in%barrel%likely%to%be%worse%due%to%RPC%aging%and%ahriDon%%
•  Redundancy%is%needed%in%the%muon%trigger%

•  In%barrel%use%%new%RPC%BI%layer,%%legacy%RPCs,%%MDTs%and%Tile%
•  NSW$channel$dead$,me$a$concern:$

•  250ns$for$normal$VMM$ADC$$
•  60ns$+$pulse$length$for$,meAoverAthreshold$charge$es,mate$
•  Strip$rates$and$pad$rates$can$be$up$to$~1MHz$depending$on$occupancy$(~16$to$~25%$per$channel$dead$

,me)$$$
!  Urgently$need$to$understand$occupancy$and$its$needed$con,ngency$$
!  Significant$dead$,me$possible$in$3$out$of$4$coincidences$used$in$the$sTGC$and$VMM$triggers$%

!  Trigger%needs%MDTs%in%forward%region%as%well%as%barrel%region%

Physics%MoDvaDon%
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Overview of the two proposed trigger architectures 
Initial Level-0 hardware trigger 

Reduced granularity input from calorimeters and 
muons, developed from Phase-I Level-1 trigger 

Further hardware trigger including inner tracker 
In two level system as part of Level-1 trigger 

• prior to readout reducing readout rate 

In single level system as part of Event Filter 

• after readout providing fast reject 

Both systems have regional tracking in hardware 
down to 𝑝6	 > 	4	GeV at Level-0 Accept rate 

Readout/DAQ 
Data Handler, Event Builder, Storage Handler 

Event Filter 
Phase-I framework taken further for Phase-II 

Output to permanent storage via Event Aggregator 
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Two hardware level architecture 

 

Two hardware trigger Levels: 

Level-0 1 MHz accept rate, trigger latency 6 µs, minimum detector latency 10 µs 

Level-1 400 kHz accept rate, trigger latency 30 µs, minimum detector latency 60 µs 

Event Filter delivers a factor 40 reduction down to output rate of 10 kHz 

FTK++ full event tracking processor down to 𝑝6	 > 	1	GeV at 100 kHz 
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Single hardware level architecture 

 

Single level hardware trigger straight into Data Handler 
1 MHz accept rate, trigger latency near 6 µs, minimum detector latency around 10 µs 

Event Filter now delivers a factor 100 reduction down to output rate of 10 kHz 
Naively a factor 2.5 larger than in two level system, at least 10 times larger than Phase-I 

• EFTrack regional tracking processor alongside FTK++ full event tracking 
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Expected trigger rates 

 

Reduction in two hardware level system at Level-1 mainly using tracks from L1Track 
Especially for electrons and taus 

• e.g. single electron 200 kHz Level-0, 40 kHz Level-1, 2.2 kHz output 

• also improvements from individual cell information for calorimeter at Level-1 

In single level system Level-0 rates feed directly into Event Filter 

ATLAS Phase-II Upgrade
Trigger and Data Acquisition

Initial Design Review
Draft 4.0, November 30, 2015 10:28

Table 4: Simplified illustrative menu. There are considerable overlaps in the rates, especially from the
hadronic triggers. The totals also allow for pre-scaled supporting triggers which are not listed in the
tables. ⇤ For hadronic items, the Event Filter rates assume additional rejection from b-tagging and other
event-level analysis algorithms. ⇤⇤Forward jets also include multi jet triggers with lower thresholds and
requirements on other quantities such as invariant mass.

Item Offline pT Offline |h| L0 L1 EF
Threshold Rate Rate Rate

[GeV] [kHz] [kHz] [kHz]
isolated single e 22 < 2.5 200 40 2.20
forward e 35 2.4 � 4.0 40 8 0.23
single g 120 < 2.4 66 33 0.27
single µ 20 < 2.4 40 40 2.20
di-g 25 < 2.4 8 4 0.18
di-e 15 < 2.5 90 10 0.08
di-µ 11 < 2.4 20 20 0.25
e � µ 15 < 2.4 65 10 0.08
single t 150 < 2.5 20 10 0.13
di-t 40,30 < 2.5 200 30 0.08
single jet 180 < 3.2 60 30 0.60⇤

large-R jet 375 < 3.2 35 20 0.35⇤

four-jet 75 < 3.2 50 25 0.50⇤

HT 500 < 3.2 60 30 0.60⇤

Emiss
T 200 < 4.9 50 25 0.50⇤

jet + Emiss
T 140,125 < 4.9 60 30 0.30⇤

forward jet⇤⇤ 180 3.2 - 4.9 30 15 0.30⇤

Total ⇠1000 ⇠400 ⇠10

jet trigger rates are expected to be updated based on recent simulation samples which include
L1Calo Phase-I supercells, but these are still under study.711

Table 5 compares the Phase-II trigger selections to the corresponding triggers in Run 1
through Run 3. The Run 2 triggers are projections from the Run 2 menu document [3.5] and712

the Run 3 triggers are taken from the Phase-I TDR [3.4]. As can be seen in almost all cases, the713

expected Run 4 thresholds match those of Run 1 or are even lower, matching the thresholds
of the 2011 run (not listed).714

One cause of concern is the the performance of the system for jet and Emiss
T triggers, which

is not as good as the Run 1 performance. In particular, the four-jet threshold moves from715

55 GeV to 75 GeV and the Emiss
T trigger moves from 120 GeV to 200 GeV. Large-R jet and716

HT triggers cannot easily be compared to Run 1 because those triggers did not have Level-1717

triggers in Run 1. Instead they used four jet and single jet triggers as inputs, respectively. In718

the example Phase-II menu, the thresholds for both of these are large. For large-R jets, Figure 7719

suggests that by 250 GeV, top-quark jets begin merge and fit with in a cone of R=1.0, but the720

threshold would be 375 GeV. That means one would have to rely on the normal (R=0.4)721

jet triggers below that which could cause an incompatibility with analysis and significant
inefficiency (this is the primary motivation for the addition of the gFEX in Phase-I).722

3.5.3 RoI Request Rate for Menu723

The RoI request rate is estimated for the simplified menu given in the previous section using724

approximate RoI multiplicities and RoI sizes for each Level-0 trigger. A 0.2 ⇥ 0.2 in h ⇥ f RoI725

3.5 Performance of Proposed System 27
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Level-0 
L0Muon 

Information from precision muon chambers (MDT) and additional muon trigger 
chambers added to significantly improve efficiency and purity 

• building on existing muon trigger system and Phase-I NSW 

 

L0Calo 
Hardware mostly from Phase-I Level-1 system 

• Feature Extractors eFEX, gFEX, jFEX, with relaxed latency compared to Phase-I 

• new digital signals from Tile and new forward calorimetry 

ATLAS
Phase-II Upgrade

Scoping Document
September 25, 2015 - Version 1.0
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Figure 3. Expected rate reduction for muon triggers based on a measurement of the local polar angle, �, be-
fore and after the barrel and end-cap toroid. The red hatched area shows the effect of the TGC determination
of � combined with the NSW. (The TGC and NSW systems do not affect the barrel triggers with |⌘| < 1.3). The
blue hatched area shows the improvement after the MDT trigger is added. The plot is based on emulation of
the NSW performance using the 2012 detector configuration of ATLAS.

can be used in the trigger. In all of the scenarios the end-cap MDT hits are available to the trigger
processors.

In the Reference scenario the difference between the local polar angle, � in the inner and outer
barrel MDT layers can be used to sharpen the momentum resolution allowing a tighter cut with
minimal loss of efficiency, this will reduce the trigger rate by approximately 50%. In the end-cap
region, the difference between the angle � in the NSW and in the big-wheel MDTs can similarly
be used to provide an effective momentum cut as illustrated in Figure 3. The MDT hits will be
processed using processors based on FPGAs coupled with Central Processing Units (CPUs). The
MDT processor will deliver the trigger decision quickly enough so that the L0 trigger decision can be
distributed within the required latency of 6µs.

III.2.2 Level-0 calorimeter Triggers
The L0 calorimeter trigger will re-use the system installed as part of the Phase-I ATLAS upgrade
that is outlined in the TDAQ Phase-I TDR [8]. In the Phase-I upgrade, triggers will be based on three
feature extraction processors. The eFEX is designed to use the finest granularity available from the
Phase-I upgrade of the LAr trigger electronics [9] with a size of �⌘⇥�� of 0.025⇥ 0.1 in the strips
and main layer of the calorimeter, and a size of �⌘⇥�� of 0.1⇥ 0.1 for the pre-sampler, the last
layer in the e.m. calorimeter and the hadronic calorimeters. The eFEX is used to identify electrons,
photons and tau leptons with |⌘| < 2.5. The jFEX is based on a transverse granularity of �⌘⇥�� of
0.1⇥0.1 in the Tile calorimeters and in the LAr calorimeters in the region |⌘| < 2.4. In the remainder
of the acceptance the trigger transverse granularity is almost the same as the full granularity used
in the offline analysis. The jFEX is able to identify jets, as well as calculate contributions to global
quantities such as Emiss

T in slices of ⌘. The gFEX is based on transverse granularity of �⌘⇥�� of
0.2⇥0.2 and allows the entire event to be processed in a single module. For example, the gFEX is
able to identify jets with R = 1.0.

In the Phase-II upgrade, the signals to the Feature EXtractor trigger processors (FEXs) will

Chapter III: Trigger and Data Acquisition System Page 19 of 229
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Level-0 
Phase-I systems take ~1.5 µs 

MDT full readout in similar time, then track fits seeded by RPC, TGC and NSW 

 

L0Topo topological processor 
Phase-I hardware with additional processing time 

• may be time-multiplexed 

L0CTP central trigger processor 

In two level system followed by RoI Engine 
New system to send Regional Readout Requests (R3) to ITk for L1Track 

L0Topo
L0CTP

0.8 µs
0.25 µs

Muon sector logic

MDT track fits
MuCTPi

MDT readout
0.4 µs

2.925 µs
0.25 µs

1.575 µs

NSW 1.175 µs

6 µs

Calo FEX processing

Calo signals from LAr
Calo signals from Tile

0.4 µs

1.1 µs
1.1 µs

TGC and RPC 0.7875 µs
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Level-1 in two level system 
L1Track 

Regional track processor with variable latency 

• up to 6 µs queue in L1Track 

 

L1Global 
Time multiplexed full calorimeter processor with fixed latency for linear data processing 

• track matching, global and topological triggers as final step 

L1Track:
Level 1

6 µs 24 µs

Iterative Calorimeter-only algorithms

Build event on Aggregators, merging data from Calorimeter sources
Transmit event from Aggregators to Event Processor
Linear data processing on Event Processor

Preprocessing on Calorimeter sources

Track matching, global and topological triggers
Transmit decisions to L1CTP

L1A decision to detector

Level 0

R3 readout from ITk
Data transmission to L1Track
L1Track finding

R3 mapping and transmission to ITk

Results to L1Global

L1Global:
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Level-1 track trigger 
Overview 

Receives ITk data from regions around suitable RoIs contributing to Level-0 accept 

• finds all tracks in those regions above 4 GeV momentum cut 

• quasi-offline resolution, reconstruction efficiency at least 95% for offline tracks 

Rejection factor of 5 for single lepton triggers, pileup track 𝑧= resolution < ~10 mm 

System requirements 
Regional readout of 10% ITk in ~6 μs 

• R3/Level-0 Accept 
prioritisation 

• strip front-end readout chips 
with double-buffer capability 

• full pixel readout at 1 MHz 

FTK next generation associative 
memory chip and track-fit on FPGA 

• 500k track patterns per AM 
chip at 200 MHz 

• 4 fit/ns on modern FPGA 
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Level-1 global trigger 
Overview 

40 Event Processor time-multiplexed system, better than 0.1% dead time at 1 MHz 

Receives 

• calorimeter information from every cell 

• L0Muon objects 

• Level-1 tracks 

Input up to 8 events in parallel 
each taking 2 µs to arrive 

• linear processing of 
calorimeter data on arrival 

Iterative processing for calorimeter 
jets and 𝐸6?@AA 

• RoI processing for e, γ, τ 

Global and topological selections 

• tracks vital for taus and 
pileup suppression 

Source

Source

Source

Source

Source

Source

Source

Source

Source

Source

Source

Source

Source

Source

Source

Source

Aggregator 1 Event 
Processor 1-5

Event 
Processor 1-4

Event 
Processor 1-3

Event 
Processor 1-2

Event 
Processor 1-1

Receiver 1

Aggregator 2 Event 
Processor 1-5

Event 
Processor 1-4

Event 
Processor 1-3

Event 
Processor 1-2

Event 
Processor 2-1

Aggregator 3 Event 
Processor 1-5

Event 
Processor 1-4

Event 
Processor 1-3

Event 
Processor 1-2

Event 
Processor 3-1

Aggregator 4 Event 
Processor 1-5

Event 
Processor 1-4

Event 
Processor 1-3

Event 
Processor 1-2

Event 
Processor 4-1

Aggregator 5 Event 
Processor 1-5

Event 
Processor 1-4

Event 
Processor 1-3

Event 
Processor 1-2

Event 
Processor 5-1

Aggregator 6 Event 
Processor 1-5

Event 
Processor 1-4

Event 
Processor 1-3

Event 
Processor 1-2

Event 
Processor 6-1

Aggregator 7 Event 
Processor 1-5

Event 
Processor 1-4

Event 
Processor 1-3

Event 
Processor 1-2

Event 
Processor 7-1

Aggregator 8 Event 
Processor 1-5

Event 
Processor 1-4

Event 
Processor 1-3

Event 
Processor 1-2

Event 
Processor 8-1

Receiver 2

Receiver 4

Receiver 3
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Detector readout 
FELIX 

Router between serial/synchronous links (lpGBT and other lightweight protocols) 
and high level network links (40/100G Ethernet, InfiniBand) 

Detector-agnostic encapsulating common functionality 

• merges and/or splits data streams but leaves content untouched 

Handles detector configuration and control of calibration procedures 

• ensuring connectivity to detector (critical for DCS) 

Low latency links to L1Track and L1Global 

Interface to Phase-II TTC system via PON 

Data Handler 
Commodity PCs on network 

• customized detector configuration, 
control and monitoring in backend 
software 

• functionality currently in hardware 

Enables flexible Event Building paradigms 
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Dataflow 
Stores, transports, builds, aggregates and compresses event data 

Raw event size ~5 MB, input rate 400 kHz in two hardware level system 

Event Builder 
Full event building at Level-1 rate 

• physical or logical 

Storage Handler 
Decouples Dataflow and Event Filter 

• stores data during LHC fill, Event Filter 
continues processing in inter-fill gap 

Event Aggregator 
Event aggregation, metadata bookkeeping, data compression at output rate of 10 kHz 

Storage Handler the biggest challenge in single level system 
Still a big challenge in two level system… 

Issue is I/O rather than data volume 

• sustained 5 TB/s for uncompressed write of 5 MB per event at 1 MHz 

• today typically ~1 Gb/s sustained write performance per drive ⇒  ~50000 drives 
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Event Filter 
New framework from Phase-I taken further for Phase-II 

Increase in farm size driven by 

• input rate increasing from 100 to 400 kHz 

• increase in execution times with pile-up 
– reconstruction algorithms rely increasingly on tracking to mitigate pile-up 

• more offline-like selections to provide rejection (greater use of full-scan) 

Partially mitigated by 

• hardware-based full-event tracking used for selected triggers (~100 kHz) to 
identify primary vertices to suppress the effects of pile-up 

• extensions and improvements in the software Framework introduced in Phase-I 
– multi-threading, seamless integration of offline algorithms 

• speed up of algorithms, possibly exploiting accelerators 
– General Purpose Graphics Processor Units (GPGPU) or FPGA 

Computing moving towards many-core and heterogeneous architectures 

In single hardware level architecture requires accelerated regional track processing 
EFTrack regional tracking along lines of L1Track 

But software equivalent of L1Global – case for separate calorimeter hardware not clear 
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Hardware extensions to Event Filter 
Rather than simply increasing Event Filter CPU size use specialised hardware 

Particularly for self-contained tasks amenable to parallelisation 

Exploit GPGPU or FPGA acceleration for 
tracking and calorimeter processing 

Acceleration at point of use 

• driven by trigger algorithms 

Very strong case for separate hardware 
track finders 

Offload time consuming computation 
onto specialised highly parallel hardware 

• EFTrack giving 𝑝6	 > 	4	GeV “regional tracking” input to Event Filter at up to 1 MHz 
in single level architecture (primarily for electrons) 

• FTK++ giving 𝑝6	 > 	1	GeV “full event tracking” at 100 kHz in both architectures 

Tracks then refined in Event Filter to improve track-parameter resolution 

•  maximize efficiency and rejection power 

Further study into optimisation of CPU and mix of hardware accelerators 
Cost-benefit analysis of hardware acceleration on trigger decision 
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Summary 
Higgs, BSM and SM physics all benefit from low thresholds 

Run 1 thresholds for leptons are essential 

Phase-I trigger provides basis for Phase-II system 
In particular Phase-I hardware trigger core of Level-0 

• but with significant improvements for muons 

• Level-0 trigger rate rises from 100 kHz to 1 MHz 

Track information from inner tracker crucial in subsequent levels 
Factor 5 reduction in single lepton triggers, also vital for taus and pileup suppression 

Regional tracking in either second hardware level or as coprocessor to Event Filter 

Storage Handler decouples Event Filter from real-time data flow 
Event Filter continues processing in gap between LHC fills 

Event Filter a heterogeneous system 
Mix of CPU, GPGPU/FPGA and fully custom tracking hardware 

• FTK++ providing full tracking at 100 kHz 

• regional tracking at 1 MHz in single hardware level system 

Decision to be made between single and two level architectures this Summer 
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History of the two hardware architectures 
Spring 2012 

Two hardware level architecture first proposed  

• Level-0 rate 500 kHz, Level-1 200 kHz into Event Filter 

• allows for legacy muon electronics 

• system described in Phase-II Upgrade Letter of Intent in December 2012 

Spring 2014 
Trigger rates updated to allow more bandwidth for taus and hadrons at Level-0 

• Level-0 rate 1 MHz, Level-1 400 kHz into Event Filter 

• uncertain in case of legacy MDT electronics 

Autumn 2014 
LHC raises target luminosity from ℒ = 5×10/0cm&3s&' to 7.5×10/0cm&3s&' 

• basis for trigger in Phase-II Upgrade Scoping Document, September 2015 

Autumn 2015 
ATLAS considers Level-0 only scheme 

• all legacy muon electronics replaced, Level-0 rate 1 MHz into Event Filter 
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Hardware trigger parameter motivation 
Level-0 latency 

6 µs for trigger decision at trigger output allows extra information and computation 

• MDT added to muon trigger, more time for processing in calorimeter trigger 

10 µs at output to detectors basis for design of Phase-I ASICs 

• also not feasible to significantly increase this for inner tracker Phase-II ASICs 

Level-0 rate 
Motivated by menu estimates 

• included in Phase-I NSW and L1Calo design 

Level-1 latency 
30 µs trigger latency dictated by legacy electronics 

• 60 µs total latency for new systems to give headroom 

Level-1 rate 
NSW readout targets 400 kHz as proposed for Phase-II reference design  

• legacy MDT sets limit at 200 kHz 


