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Chapter 2 

Equivalent Photon Approximation 

A nucleus moving at nearly the speed of light has almost transverse electromagnetic fields; the electric 
and magnetic fields have the same absolute value and are perpendicular to each other. Therefore an 
observer can not distinguish between these transverse electromagnetic fields and an equivalent swarm 
of photons, see Fig-S.1 Equating the energy flux of the electromagnetic fields through a transverse plane 
with the energy content of the equivalent photon swarm yields the equivalent photon distribution n(w), 
which tells how many photons with frequency w do occur. This derivation is presented in the first 
Subsection. 

v=o 

Figure 2.1: Fermis idea leading to the Equivalent Photon Approximation: As the velocity of the charge ap 
proaches the speed of light, its electromagnetic field becomes Lore&-contracted (b) and similar 
to a parallel-moving photon-cloud (c). 

This is already the idea of the Equivalent Photon Approximation. It has been first developed by 
E. Fermi [57]. Often this method is also called Weizsiicker-Williams-Method as E. J. Williams [I351 
and C. F. v. Weizsicker [134] independently extended Fermis idea. A good review of results and various 
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We calculate production rates for several hard processes in ultraperipheral proton-nucleus and nucleus-
nucleus collisions at the LHC. The resulting high rates demonstrate that some key directions in small x research
proposed for HERA will be accessible at the LHC through these ultraperipheral processes. Indeed, these mea-
surements can extend the HERA x range by roughly a factor of 10 for similar virtualities. Nonlinear effects on
the parton densities will thus be significantly more important in these collisions than at HERA.

PACS numbers:

Studies of small x deep inelastic scattering at HERA
substantially improved our understanding of strong in-
teractions at high energies. Among the key findings of
HERA were the direct observation of the rapid growth
of the small x structure functions over a wide range
of virtualities, Q2, and the observation of a significant
probability for hard diffraction consistent with approx-
imate scaling and a logarithmic Q2 dependence (“lead-
ing twist” dominance). HERA also established a new
class of hard exclusive processes – high Q2 vector me-
son production – described by the QCD factorization
theorem and related to generalized parton distributions
in nucleons.

The importance of nonlinear QCD dynamics at small
x is one of the focal points of theoretical activity (see
e.g. Ref. [1]). Analyses suggest that the strength of
the interactions, especially when a hard probe directly
couples to gluons, approaches the maximum possible
strength – the black disk limit – for Q2 ≤ 4 GeV2.
These values are relatively small, with an even smaller
Q2 for coupling to quarks, Q2 ∼ 1 GeV2, making it
difficult to separate perturbative and nonperturbative
effects at small x and Q2. Possible new directions
for further experimental investigation of this regime in-
clude higher energies, nuclear beams and studies of the
longitudinal virtual photon cross section, σL. The latter
two options were discussed for HERA [2, 3]. Unfor-
tunately, it now seems that HERA will stop operating
in two years with no further measurements along these
lines except perhaps of σL. One might therefore expect
that experimental investigations in this direction would
end during the next decade.

The purpose of this letter is to demonstrate that sev-
eral of the crucial directions of HERA research can be

continued and extended by studies of ultraperipheral
heavy ion collisions (UPCs) at the LHC. UPCs are in-
teractions of two heavy nuclei (or a proton and a nu-
cleus) in which a nucleus emits a quasi-real photon
that interacts with the other nucleus (or proton). These
collisions have the distinct feature that the photon-
emitting nucleus either does not break up or only emits
a few neutrons through Coulomb excitation, leaving a
substantial rapidity gap in the same direction. These
kinematics can be readily identified by the hermetic
LHC detectors, ATLAS and CMS. In this paper we
consider the feasibility of studies in two of the direc-
tions pioneered at HERA: parton densities and hard
diffraction. The third, quarkonium production, was dis-
cussed previously [4, 5, 6]. It was shown that pA and
AA scattering can extend the energy range of HERA,
characterized by √

sγN , by about a factor of 10 and,
in particular, investigate the onset of color opacity for
quarkonium photoproduction.
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FIG. 1: Diagram of dijet production by photon-gluon fusion
where the photon carries momentum fraction x1 while the
gluon carries momentum fraction x2.
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Fig. 1. Lowest order Feynman diagrams for exclusive photoproduction of (a) J/ψ and (b) dielectrons, in ultra-peripheral Au + Au collisions. The photons to the right of the
dashed line are soft photons that may excite the nuclei but do not lead to particle production in the central rapidity region. Both diagrams contain at least one photon and
occur when the nuclei are separated by impact parameters larger than the sum of the nuclear radii.

18X0) and two sectors of lead-glass Čerenkov calorimeter (PbGl,
9216 modules with 4 cm × 4 cm × 40 cm, 14.4X0), at a radial dis-
tance of ∼ 5 m from the beam line.

The ultra-peripheral Au + Au events were tagged by neutron
detection at small forward angles in the ZDC. The ZDCs [31,32] are
hadronic calorimeters placed 18 m up- and down-stream of the
interaction point that measure the energy of the neutrons coming
from the Au⋆ Coulomb dissociation with ∼ 20% energy resolution
and cover |θ | < 2 mrad, which is a very forward region.3

The events used in this analysis were collected with the UPC
trigger set up for the first time in PHENIX during the 2004 run
with the following characteristics:

(1) A veto on coincident signals in both Beam–Beam Coun-
ters (BBC, covering 3.0 < |η| < 3.9 and full azimuth) selects
exclusive-type events characterised by a large rapidity gap on
either side of the central arm.

(2) The EMCal-Trigger (ERT) with a 2×2 tile threshold at 0.8 GeV.
The trigger is set if the analog sum of the energy deposit in a
2×2 tile of calorimeter towers is above threshold (0.8 GeV).

(3) At least 30 GeV energy deposited in one or both of the ZDCs is
required to select Au + Au events with forward neutron emis-
sion (Xn) from the (single or double) Au⋆ decay.

The BBC trigger efficiency for hadronic Au + Au collisions is
92 ± 3% [33]. A veto on the BBC trigger has an inefficiency of 8%,
which implies that the most peripheral nuclear reactions could be
a potential background for our UPC measurement if they happen
to have an electron pair in the final state. An extrapolation of the
measured p–p dielectron rate [34] at minv > 2 GeV/c2 to the 8%
most peripheral interactions – scaled by the corresponding number
of nucleon–nucleon collisions (1.6) – results in a negligible contri-
bution (only 0.4 e+e− pairs). On the other hand, the ERT trigger
requirement (2) has an efficiency of 90 ± 10%, and the require-
ment (3) of minimum ZDC energy deposit(s) leaves about 55% of
the coherent and about 100% of the incoherent J/psi events, as dis-
cussed above. All these trigger efficiencies and their uncertainties
are used in the final determination of the production cross sections
below.

The total number of events collected by the UPC trigger was
8.5 M, of which 6.7 M satisfied standard data quality assurance
criteria. The useable event sample corresponds to an integrated lu-
minosity Lint = 141 ± 12 µb−1 computed from the minimum bias
triggered events.

3 Much larger than the crossing angle of Au beams at the PHENIX interaction
point (0.2 mrad).

3. Data analysis

Charged particle tracking in the PHENIX central arms is based
on a combinatorial Hough transform in the track bend plane (per-
pendicular to the beam direction). The polar angle is determined
from the position of the track in the PC outside the DC and the
reconstructed position of the collision vertex [35]. For central colli-
sions, the collision vertex is reconstructed from timing information
from the BBC and/or ZDC. This does not work for UPC events,
which, by definition, do not have BBC coincidences and often do
not have ZDC coincidences. The event vertex was instead recon-
structed from the position of the PC hits and EMCal clusters as-
sociated with the tracks in the event. This gave an event vertex
resolution in the longitudinal direction of 1 cm. Track momenta
are measured with a resolution δp/p ≈ 0.7% ⊕ 1.0%p[GeV/c] in
minimum bias Au + Au nuclear collisions [36]. Only a negligible
reduction in the resolution is expected in this analysis because of
the different vertex resolution.

The following global cuts were applied to enhance the sample
of genuine γ -induced events:

(1) A standard offline vertex cut |vtxz| < 30 cm was required to
select collisions well centered in the fiducial area of the central
detectors and to avoid tracks close to the magnet poles.

(2) Only events with two charged particles were analyzed. This is
a restrictive criterion imposed to cleanly select “exclusive” pro-
cesses characterised by only two isolated particles (electrons)
in the final state. It allows to suppress the contamination of
non-UPC (mainly beam–gas and peripheral nuclear) reactions
that fired the UPC trigger, whereas the signal loss is small (less
than 5%).

Unlike the J/ψ → e+e− analyses in nuclear Au + Au reactions
[36,37] which have to deal with large particle multiplicities, we
did not need to apply very strict electron identification cuts in the
clean UPC environment. Instead, the following RICH- and EMCal-
based offline cuts were used:

(1) RICH multiplicity n0 !2 selects e± which fire 2 or more tubes
around the track within the nominal ring radius.

(2) Candidate tracks with an associated EMCal cluster with dead
or noisy towers within a 2 × 2 tile are excluded.

(3) At least one of the tracks in the pair is required to pass an
EMCal cluster energy cut (E1 > 1 GeV ∥ E2 > 1 GeV) to select
candidate e± in the plateau region above the turn-on curve of
the ERT trigger (which has a 0.8 GeV threshold).

Beyond those global or single-track cuts, an additional “coherent”
identification cut was applied by selecting only those e+e− candi-

➤ Boosted nuclei are intense source of quasi-real photons 
➤ Typically treated using EPA (Weiszacker-Williams)  

➤ Photons with E≾(ℏc/R)γ are produced coherently (Z2) 
➤ Up to ~80 GeV at 5.02 TeV 

Photon-pomeron:  
production of vector mesons  
(sensitivity to nPDF)

Photo-nuclear:  
dijet production  
(probe nPDF directly)

Photon-photon:  
dilepton production  
(& other exclusive states)

Experiments at RHIC & LHC have begun a systematic investigation of UPC, including:
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substantially improved our understanding of strong in-
teractions at high energies. Among the key findings of
HERA were the direct observation of the rapid growth
of the small x structure functions over a wide range
of virtualities, Q2, and the observation of a significant
probability for hard diffraction consistent with approx-
imate scaling and a logarithmic Q2 dependence (“lead-
ing twist” dominance). HERA also established a new
class of hard exclusive processes – high Q2 vector me-
son production – described by the QCD factorization
theorem and related to generalized parton distributions
in nucleons.

The importance of nonlinear QCD dynamics at small
x is one of the focal points of theoretical activity (see
e.g. Ref. [1]). Analyses suggest that the strength of
the interactions, especially when a hard probe directly
couples to gluons, approaches the maximum possible
strength – the black disk limit – for Q2 ≤ 4 GeV2.
These values are relatively small, with an even smaller
Q2 for coupling to quarks, Q2 ∼ 1 GeV2, making it
difficult to separate perturbative and nonperturbative
effects at small x and Q2. Possible new directions
for further experimental investigation of this regime in-
clude higher energies, nuclear beams and studies of the
longitudinal virtual photon cross section, σL. The latter
two options were discussed for HERA [2, 3]. Unfor-
tunately, it now seems that HERA will stop operating
in two years with no further measurements along these
lines except perhaps of σL. One might therefore expect
that experimental investigations in this direction would
end during the next decade.

The purpose of this letter is to demonstrate that sev-
eral of the crucial directions of HERA research can be

continued and extended by studies of ultraperipheral
heavy ion collisions (UPCs) at the LHC. UPCs are in-
teractions of two heavy nuclei (or a proton and a nu-
cleus) in which a nucleus emits a quasi-real photon
that interacts with the other nucleus (or proton). These
collisions have the distinct feature that the photon-
emitting nucleus either does not break up or only emits
a few neutrons through Coulomb excitation, leaving a
substantial rapidity gap in the same direction. These
kinematics can be readily identified by the hermetic
LHC detectors, ATLAS and CMS. In this paper we
consider the feasibility of studies in two of the direc-
tions pioneered at HERA: parton densities and hard
diffraction. The third, quarkonium production, was dis-
cussed previously [4, 5, 6]. It was shown that pA and
AA scattering can extend the energy range of HERA,
characterized by √

sγN , by about a factor of 10 and,
in particular, investigate the onset of color opacity for
quarkonium photoproduction.
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FIG. 1: Diagram of dijet production by photon-gluon fusion
where the photon carries momentum fraction x1 while the
gluon carries momentum fraction x2.
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Fig. 1. Lowest order Feynman diagrams for exclusive photoproduction of (a) J/ψ and (b) dielectrons, in ultra-peripheral Au + Au collisions. The photons to the right of the
dashed line are soft photons that may excite the nuclei but do not lead to particle production in the central rapidity region. Both diagrams contain at least one photon and
occur when the nuclei are separated by impact parameters larger than the sum of the nuclear radii.

18X0) and two sectors of lead-glass Čerenkov calorimeter (PbGl,
9216 modules with 4 cm × 4 cm × 40 cm, 14.4X0), at a radial dis-
tance of ∼ 5 m from the beam line.

The ultra-peripheral Au + Au events were tagged by neutron
detection at small forward angles in the ZDC. The ZDCs [31,32] are
hadronic calorimeters placed 18 m up- and down-stream of the
interaction point that measure the energy of the neutrons coming
from the Au⋆ Coulomb dissociation with ∼ 20% energy resolution
and cover |θ | < 2 mrad, which is a very forward region.3

The events used in this analysis were collected with the UPC
trigger set up for the first time in PHENIX during the 2004 run
with the following characteristics:

(1) A veto on coincident signals in both Beam–Beam Coun-
ters (BBC, covering 3.0 < |η| < 3.9 and full azimuth) selects
exclusive-type events characterised by a large rapidity gap on
either side of the central arm.

(2) The EMCal-Trigger (ERT) with a 2×2 tile threshold at 0.8 GeV.
The trigger is set if the analog sum of the energy deposit in a
2×2 tile of calorimeter towers is above threshold (0.8 GeV).

(3) At least 30 GeV energy deposited in one or both of the ZDCs is
required to select Au + Au events with forward neutron emis-
sion (Xn) from the (single or double) Au⋆ decay.

The BBC trigger efficiency for hadronic Au + Au collisions is
92 ± 3% [33]. A veto on the BBC trigger has an inefficiency of 8%,
which implies that the most peripheral nuclear reactions could be
a potential background for our UPC measurement if they happen
to have an electron pair in the final state. An extrapolation of the
measured p–p dielectron rate [34] at minv > 2 GeV/c2 to the 8%
most peripheral interactions – scaled by the corresponding number
of nucleon–nucleon collisions (1.6) – results in a negligible contri-
bution (only 0.4 e+e− pairs). On the other hand, the ERT trigger
requirement (2) has an efficiency of 90 ± 10%, and the require-
ment (3) of minimum ZDC energy deposit(s) leaves about 55% of
the coherent and about 100% of the incoherent J/psi events, as dis-
cussed above. All these trigger efficiencies and their uncertainties
are used in the final determination of the production cross sections
below.

The total number of events collected by the UPC trigger was
8.5 M, of which 6.7 M satisfied standard data quality assurance
criteria. The useable event sample corresponds to an integrated lu-
minosity Lint = 141 ± 12 µb−1 computed from the minimum bias
triggered events.

3 Much larger than the crossing angle of Au beams at the PHENIX interaction
point (0.2 mrad).

3. Data analysis

Charged particle tracking in the PHENIX central arms is based
on a combinatorial Hough transform in the track bend plane (per-
pendicular to the beam direction). The polar angle is determined
from the position of the track in the PC outside the DC and the
reconstructed position of the collision vertex [35]. For central colli-
sions, the collision vertex is reconstructed from timing information
from the BBC and/or ZDC. This does not work for UPC events,
which, by definition, do not have BBC coincidences and often do
not have ZDC coincidences. The event vertex was instead recon-
structed from the position of the PC hits and EMCal clusters as-
sociated with the tracks in the event. This gave an event vertex
resolution in the longitudinal direction of 1 cm. Track momenta
are measured with a resolution δp/p ≈ 0.7% ⊕ 1.0%p[GeV/c] in
minimum bias Au + Au nuclear collisions [36]. Only a negligible
reduction in the resolution is expected in this analysis because of
the different vertex resolution.

The following global cuts were applied to enhance the sample
of genuine γ -induced events:

(1) A standard offline vertex cut |vtxz| < 30 cm was required to
select collisions well centered in the fiducial area of the central
detectors and to avoid tracks close to the magnet poles.

(2) Only events with two charged particles were analyzed. This is
a restrictive criterion imposed to cleanly select “exclusive” pro-
cesses characterised by only two isolated particles (electrons)
in the final state. It allows to suppress the contamination of
non-UPC (mainly beam–gas and peripheral nuclear) reactions
that fired the UPC trigger, whereas the signal loss is small (less
than 5%).

Unlike the J/ψ → e+e− analyses in nuclear Au + Au reactions
[36,37] which have to deal with large particle multiplicities, we
did not need to apply very strict electron identification cuts in the
clean UPC environment. Instead, the following RICH- and EMCal-
based offline cuts were used:

(1) RICH multiplicity n0 !2 selects e± which fire 2 or more tubes
around the track within the nominal ring radius.

(2) Candidate tracks with an associated EMCal cluster with dead
or noisy towers within a 2 × 2 tile are excluded.

(3) At least one of the tracks in the pair is required to pass an
EMCal cluster energy cut (E1 > 1 GeV ∥ E2 > 1 GeV) to select
candidate e± in the plateau region above the turn-on curve of
the ERT trigger (which has a 0.8 GeV threshold).

Beyond those global or single-track cuts, an additional “coherent”
identification cut was applied by selecting only those e+e− candi-

Photon-pomeron:  
production of vector mesons  
(sensitivity to nPDF)

Photo-nuclear:  
dijet production  
(probe nPDF directly)

Photon-photon:  
dilepton production  
(& other exclusive states)

ATLAS has first results on this one ☟
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Chapter 2 

Equivalent Photon Approximation 

A nucleus moving at nearly the speed of light has almost transverse electromagnetic fields; the electric 
and magnetic fields have the same absolute value and are perpendicular to each other. Therefore an 
observer can not distinguish between these transverse electromagnetic fields and an equivalent swarm 
of photons, see Fig-S.1 Equating the energy flux of the electromagnetic fields through a transverse plane 
with the energy content of the equivalent photon swarm yields the equivalent photon distribution n(w), 
which tells how many photons with frequency w do occur. This derivation is presented in the first 
Subsection. 
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Figure 2.1: Fermis idea leading to the Equivalent Photon Approximation: As the velocity of the charge ap 
proaches the speed of light, its electromagnetic field becomes Lore&-contracted (b) and similar 
to a parallel-moving photon-cloud (c). 

This is already the idea of the Equivalent Photon Approximation. It has been first developed by 
E. Fermi [57]. Often this method is also called Weizsiicker-Williams-Method as E. J. Williams [I351 
and C. F. v. Weizsicker [134] independently extended Fermis idea. A good review of results and various 

➤ Boosted nuclei are intense source of quasi-real photons 
➤ Typically treated using EPA (Weiszacker-Williams)  

➤ Photons with E≾(ℏc/R)γ are produced coherently (Z2) 
➤ Up to ~80 GeV at 5.02 TeV 
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Measurement performed  
primarily with ATLAS  
muon spectrometer (|η|<2.7,  
L1 triggering in |η|<2.4)  
and inner detector (|η|<2.5)

Calorimeter system (|η|<4.9)  
used to select events with low 
transverse energy

MBTS scintillators cover 
forward region  
(2.07<|η|<3.86),  
with inner ring  
covering 2.76<|η|<3.86

ZDC installed for 2015 but not  
used in this analysis



DATA & MONTE CARLO SAMPLES

➤ Uses Lint = 515 µb-1 of data with a special UPC muon trigger 
➤ Loose muon L1 trigger 
➤ Limit of total ET < 50 GeV at L1 
➤ Maximum of 1 hit in both MBTS inner rings 
➤ At least one track with 400 MeV measured by high-level trigger tracking 

algorithm 
➤ Efficiency of MBTS part measured in data to be 98+1-2% 

➤ Two different simulated samples used 
➤ 1.5M Single muons (2-10 GeV, |η| < 3, realistic vz) 

➤ used to determine reconstruction efficiency 
➤ 1.5M STARLIGHT 1.1 events simulating  

Pb+Pb → Pb(*)+Pb(*)+µ++µ- 
➤ Integrated over nuclear excitation states, since no ZDC requirements made 
➤ Used for studying vertex efficiency, effect of µ resolution/smearing 
➤ Truth level used for comparison cross sections

6
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FIG. 1. The dominant Feynman diagrams for two photon reac-
tions (a) without and (b) with nuclear excitation. Cross diagrams and,
for (b), time-reversed diagrams are omitted; due to factorization, they
simply add.

Lγ γ [13,14]. The cross section to produce a final state with
mass W is

σ (A + A → A +A + X)

=
∫

dk1dk2
n(k1)
k1

n(k2)
k2

σ [γ γ → X(W )], (1)

where k1 and k2 are the two photon energies and n(k) is the
photon flux at energy k.

The γ γ luminosity is given by convolution of the equivalent
photon spectra from the two nuclei. In impact parameter space,
the total number of photons from one nucleus is obtained
by integrating over all impact parameters larger than some
minimum, typically given by the nuclear radius. This is
similar to integrating over all possible momentum transfers,
Q, from some minimum determined by the kinematics up
to a maximum given by the nuclear form factor. In hadronic
collisions, the impact parameter representation provides the
best way to incorporate effects of strong absorption. Hadronic
interactions will dominate in collisions where both hadronic
and electromagnetic interactions are possible. The hadronic
interaction must therefore be excluded to obtain the effective
or usable cross section for two-photon interactions. In impact
parameter space, this can be accomplished by requiring that
the impact parameter be larger than the sum of the nuclear
radii. The equivalent two-photon luminosity is thus [15,16]:

dLγ γ

dWdy
= LAA

W

2

∫

b1>RA

d2b1

∫

b2>RA

d2b2 n(k1,b1)n(k2,b2)

×# (|b⃗1 − b⃗2| − 2RA), (2)

where LAA is the ion-ion luminosity, n(k,b) is the flux of
photons with energy k at impact parameter b, and RA is the
Woods-Saxon nuclear radius.

The requirements b1 > RA and b2 > RA ensure that the
final state is produced outside the nuclei. Otherwise, the final
state will usually interact with the nucleus, destroying itself
and breaking up the nucleus. This requirement may not be
strictly necessary for some final states, such as lepton pairs.
Alternately, a smaller radius might be appropriate. However,
because the electric fields drop rapidly for b < RA, this
is a relatively small correction. The # function imposes a
requirement that the nuclei not physically collide; we discuss
more detailed hadronic interaction models below.

The photon flux may be modelled using the Weizsäcker-
Williams method. For γ ≫ 1

n(k,b) = d3N

dkd2b
= Z2α

π2kb2
x2K2

1 (x) (3)

where x = bk/γ . Here, K1 is a modified Bessel function. The
two photon energies k1 and k2 determine the center-of-mass
energy W and rapidity y:

k1,2 = W

2
e±y (4)

and

y = 1/2 ln(k1/k2). (5)

The maximum effective two-photon energy, Wmax occurs at
y = 0, when k1 = k2 = γ /RA. Wmax is about 6 GeV for gold
at RHIC and 150 GeV for lead at the LHC. Wmax is higher for
lighter nuclei and protons, but the γ γ luminosity per collision
is lower, and multiphoton interactions are very rare.

Equation (2) treats the nuclei as hard spheres with radius
RA. Because there is a finite probability to have hadronic inter-
actions at impact parameters b > 2RA, more accurate hadronic
interaction probabilities can be included by modifying Eq. (2),
to

Lγ γ

dWdy
= LAA

W

2

∫

b1>RA

d2b1

∫

b2>RA

d2b2n(k1,b1)n(k2,b2)

× [1 − PH (|b⃗1 − b⃗2|)] (6)

with the hadronic interaction probability

PH (b⃗) = 1 − exp
[
−σnn

∫
d2r⃗ TA(r⃗) TA(r⃗ − b⃗)

]
. (7)

σnn is the total hadronic interaction cross section, 52 mb at
RHIC and 88 mb at the LHC [12]. We use the total cross
sections, because even an elastic nucleon-nucleon interaction
will break up the nucleus. The nuclear thickness function is
the integral of the nuclear density, ρ(r)

TA(b⃗) =
∫

dzρ(b⃗,z)dz, (8)

where b⃗ is the impact parameter from the center of the nucleus.
The nuclear density profile ρ(r =

√
|b⃗|2 + z2) of heavy nuclei

is well described with a Woods-Saxon distribution. We use
parameters determined from electron scattering data (R =
6.38 fm for Au and R = 6.62 fm for Pb) [12].

As Fig. 2 shows, Eq. (6) gives γ γ luminosities about 5%
lower than the hard sphere model for W = 0.1Wmax, falling
to 15% lower for W = Wmax [15]. These differences are
comparable to those found elsewhere [17].

Baur and Ferrara-Filho derived Eq. (2), and then used a
change of variables and the # function to reduce the dimen-
sions of the integral [16]. Although this approach speeds the
calculation, it works poorly for the realistic models of nuclear
density or when additional photon exchange is included.
Cahn and Jackson used a related approach, calculating the
luminosity analytically without the requirement b > 2RA and
then numerically calculating a correction for the overlap [18].
This approach also cannot accomodate nuclear breakup.
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FIG. 2: Reduction in two–photon luminosity when the nucleon density is approximated with a

Woods–Saxon distribution (dotted line) as compared with a flat distribution for hard sphere nuclei,

requiring |b⃗1 − b⃗2| > 2RA (solid line). The calculation is for gold–gold interactions at RHIC.

larizations [19]. However, after integration over b⃗1 and b⃗2, the differences are small, and we

neglect them.

The cross section to produce a narrow resonance with spin J and mass m is

σγγ = 8π2(2J + 1)
Γγγ

2W 2
δ(W − m), (9)

where we neglect the width of the hadronic resonances. The magnitude of the error due

to this narrow-resonance approximation scales linearly with the width. For coherent pho-

tonuclear ρ0 production, including the width reduces the cross section by about 5% [12]. A

similar correction is expected for two-photon production; these adjustments should should

scale linearly with the relative width (Γ/M) of the resonance.

We also consider the production of continuum lepton pairs. For leptons with mass M ,

the cross section is given by the Breit-Wheeler formula

σγγ =
4πα2

W 2

[(

2 +
8M2

W 2
−

16M4

W 4

)

ln
W +

√
W 2 − 4M2

2M
−

√

1 −
4M2

W 2

(

1 +
4M2

W 2

)]

. (10)

This equivalent-photon approach is simpler than a full QED calculation in that it neglects

the virtuality of the intermediate photon lines in Fig. 1. For this reason, we do not consider

e+e− pairs, where this intermediate state affects the pair pT distribution [5, 10].
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FIG. 1. The dominant Feynman diagrams for two photon reac-
tions (a) without and (b) with nuclear excitation. Cross diagrams and,
for (b), time-reversed diagrams are omitted; due to factorization, they
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Lγ γ [13,14]. The cross section to produce a final state with
mass W is

σ (A + A → A +A + X)

=
∫

dk1dk2
n(k1)
k1

n(k2)
k2

σ [γ γ → X(W )], (1)

where k1 and k2 are the two photon energies and n(k) is the
photon flux at energy k.
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dLγ γ

dWdy
= LAA

W

2

∫

b1>RA

d2b1

∫

b2>RA

d2b2 n(k1,b1)n(k2,b2)

×# (|b⃗1 − b⃗2| − 2RA), (2)
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1 (x) (3)
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y = 0, when k1 = k2 = γ /RA. Wmax is about 6 GeV for gold
at RHIC and 150 GeV for lead at the LHC. Wmax is higher for
lighter nuclei and protons, but the γ γ luminosity per collision
is lower, and multiphoton interactions are very rare.
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sections, because even an elastic nucleon-nucleon interaction
will break up the nucleus. The nuclear thickness function is
the integral of the nuclear density, ρ(r)
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where b⃗ is the impact parameter from the center of the nucleus.
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comparable to those found elsewhere [17].

Baur and Ferrara-Filho derived Eq. (2), and then used a
change of variables and the # function to reduce the dimen-
sions of the integral [16]. Although this approach speeds the
calculation, it works poorly for the realistic models of nuclear
density or when additional photon exchange is included.
Cahn and Jackson used a related approach, calculating the
luminosity analytically without the requirement b > 2RA and
then numerically calculating a correction for the overlap [18].
This approach also cannot accomodate nuclear breakup.
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EVENT SELECTION

➤ For all triggered events (248k), a sequence of selections is applied 
➤ All events must come from runs for which detector was in good condition 
➤ Two good muons are required 

➤ both of which passing “tight” working point selections, requiring good compatibility 
between muon spectrometer and inner detector measurements 

➤ At least one of the muons must match a Level-1 muon (in cone with ∆R<0.5) 
➤ Muons pass fiducial kinematic acceptance, ensuring good performance of ATLAS 

muon spectrometer 

➤pT1, pT2 > 4 GeV, |η1|,|η2|<2.4, Mµµ>10 
➤ There exists a primary vertex in the event 
➤ Both muons match good inner detector tracks, which comprise the primary vertex 
➤ The muons have unlike signs 
➤ No other good tracks in the vertex than the muons 
➤ No other good tracks in the event 

➤ After selections, 12069 events remain

8



9

Highest-mass UPC dimuon event  
in 5.02 TeV data: 

Mµµ = 173 GeV

ɸ

η



➤ To compare cross sections with theory calculations, must correct for detector 
effects 
➤ Muon Trigger efficiency (>80%)   
➤ Muon reconstruction and identification  

efficiency (>90%) 
➤ Vertex reconstruction efficiency (~97% in MC) 
➤ Contributions from possible backgrounds 
➤ Effects from momentum resolution found  

to be negligible (within ~1%) 

➤ Event weight formed from factorized trigger (T) & reco (R) efficiency 
correction (each separately as function of pT and q×η) 
 
 
 

CORRECTIONS
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Figure 3: Run dependence with the online luminosity.

9 Corrections243

This section documents the various corrections applied to the dimuon events. The main correction com-244

bines the single muon reconstruction and trigger e�ciencies as a per event weight w(µ1, µ2).245

1
w
= ✏R (µ1)✏R (µ2)(1 � (1 � ✏T (µ1))(1 � ✏T (µ2))) (1)

This formula is based on two assumptions: 1) the reconstruction and trigger e�ciencies are completely246

uncorrelated, which is a reasonable assumption for the reconstruction e�ciency (and is tested by the MC247

closure study). 2) only one of the muons is needed to trigger the event (the joint trigger e�ciency is one248

minus the probabilty that both muons go undetected).249

9.1 Muon trigger e�ciency250

The MU0 trigger e�ciency has been derived using two methods: using the MinBias stream from the251

lead-lead data, and using the UPC stream with tag and probe.252

For the minbias data, the events are required to pass the two primary minbias triggers (one based on253

TE50, and the other based on the ZDC and a HLT track), and have a reconstructed primary vertex. Each254

muon is expected to pass the tight cut level, and pass the modified ID cuts (excluding the TRT outlier255

selection). Furthermore, each event is required to have a total FCal transverse energy from 100 to 1000256

GeV, to select moderately peripheral events. Tight muons that are within �R < 0.5 of a L1 muon ROI,257

with no threshold requirement, are considered “matched”.258

For tag and probe, the analysis is performed with the dimuons selected in the physics analysis, so both259

muons are required to pass tight cuts (including the reduced ID cut). Then each muon is considered a tag260
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ACOPLANARITY DISTRIBUTIONS

➤ Due to nuclear form factor, UPC dimuon distributions should have 
pair pTµµ~0 and thus small acoplanarity (Aco = 1 - |∆ɸ|/π) 

➤ Aco distributions shown here in 3 rapidity bins, 10 < Mµµ < 100 GeV 
➤ Good agreement with STARLIGHT in the bulk 

➤ N.B. STARLIGHT does not incorporate QED final-state radiation (FSR)
11
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382 F.A. Berends et  aL, Angular asymmetry  in e+e - --. u+/a- 

Fig. 1. Lowest order Feynman diagram for/a-pair production. 

(a) (b) 
Fig. 2. Feynman diagrams which interfere with the lowest order one to pr~duce an angular asym- 
merry. 

Fig. 3. Brcmsxtr,ddung di:lgralus producing muons in a C-odd state. 

Fig. 4. Bremsstrahlung diagranls producing nlu()ns in a C-even state. 

(fig. ! ) and tile two-photon graphs (fig. 2) cont r ibu te  to D to order or 3, as far as tile 
virtual radiative correct ions are concerned.  Similarly,  for tire bremsstrahlung contri- 
bu t ion ,  only the interference between tile C-odd n luon  graphs of  fig. 3 and the C- 
even muon  graphs of fig. 4 has to be computed ,  in sect. 2 we present the complete  
analytic calculation of  the interference of  the two box graphs with tire lowest order 
matrix element .  This evaluation is valid for all energies and scattering angles, in con- 
trast to some recent approxim:tte calculations [ 3 - 5 ] .  
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Fig.6. The normalized reciprocal momentum R=phe~m/p plotted 
for forward (Rv) and backward (RB) muons in the reaction 
e+e --+/~+#- at W-34.5GeV. The sign of R is the charge 
determined from the track curvature 

1000 
500 

t w o - p h o t o n  events e + e - - - * e  + e -  #+ # -  and  cosmic  
rays. Wi th in  our  stat ist ics no f o r w a r d - b a c k w a r d  
a s y m m e t r y  was observed  at  a level of  1 ~ .  

(2) Poo r  m o m e n t u m  measu remen t  or  a twist of 
the centra l  drift  chamb e r  could  lead to a wrong 
charge  ass ignment  for bo th  t racks  s imul taneously .  
To cont ro l  this effect we s tudied  the cor re la t ions  of 
the charge weighted rec iproca l  m o m e n t a  of  forward  
versus b a c k w a r d  going muons  [5]. The d i s t r ibu t ion  
of 2690# pairs  shown in Fig. 6 conta ins  7 # + #  + and 
10# # pairs.  This leads to a charge confusion 
p robab i l i t y  of  (0.3 _+ 0.1) ~ per  t rack.  F r o m  the den- 
sity a r o u n d  the or igin the cor re la ted  charge  flip 
p robab i l i t y  was es t imated  to be less than  10 -5  . This 
implies  that  the curva ture  measu remen t s  of the two 
t racks  are independen t  from each other. These num- 
bers  are  also consis tent  with those der ived f rom the 
m o m e n t u m  reso lu t ion  ap/p=O.O16.pt (p in GeV/c).  

Acceptance Calculations 

The accep tance  funct ions used to correct  the mea-  
sured angu la r  d i s t r ibu t ions  were ca lcu la ted  by M o n -  
te Car lo  using the event genera tors  of Berends et 
al. [16]. Elec t rons  were s imula ted  with the EGS 
code  [17] and  good  agreement  with the da t a  was 
obta ined.  We es t imate  the overal l  uncer ta in ty  due to 
shower  cor rec t ions  in the b in - to -b in  po la r  angle  ac- 
ceptance  to be less than  1~o. M u o n  t racks  were 
p ro jec ted  into the m u o n  chambers  and  l iquid a rgon  

t / l  
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Fig.7. The observed acollinearity distribution for the reaction 
e + e---*#+ # . The histogram shows the QED prediction includ- 
ing radiative corrections up to order c~ 3 

ca lo r ime te r  t ak ing  all de tec to r  effects into account .  
The  accep tance  is a rap id ly  vary ing  funct ion in the 
po la r  angle  range 0 .5<1cos  01<0.8. Different  pro-  
cedures for ca lcula t ing the accep tance  were used;  
they p roduce  a m a x i m u m  change in the a s y m m e t r y  
of  + 0 . 4 ~ .  Higher  o rde r  Q E D  processes  induce 
angu la r  asymmet r ies  which are dependen t  on the 
exper imenta l  select ion criteria.  Rad ia t ive  cor rec t ions  
up to o rde r  ~3 were ca lcu la ted  as descr ibed  in the 
text  and  were found to agree well with the experi-  
menta l  data.  As an example  we show in Fig. 7 the # 
pa i r  aco l l inear i ty  d is t r ibut ion .  

Cross Section Formula 

The cross sect ions were eva lua ted  using the fo rmula  
of  [18] for the e lec t roweak  in te rac t ion  and  ex tended  
by the au thors  of [13] for compos i t e  models .  F o r  
Bhabha  scat ter ing with unpo la r i zed  beams  the cross 
sect ion can be wr i t ten  in the fol lowing form 

do- 0~ 2 
d f 2 - 8 s  {4BI+B2(1-c~176 (A1) 

with 
_~ ~RL" t 2 B l = \ t  ]{S~ 2 l + ( g ~ _ g 2 ) ~  ~ A  2 ' 

1 + "  2 2", _[_ qRL " SI 2 
B e =  [gv--gA) Z 

B 3 =  1 
+z)+VA  

+ ~ 2  , 

G v  9 M 2 s 
Z=21/2rco "s_  M2 + i M z  r ' 

= G r  9 M 2 t 
2 1 ~  t-m~z+iMz r 

ACOPLANARITY & HIGHER-ORDER QED

➤ Radiative corrections O(𝛼
3) involve an additional real photon in the final state 

➤ Expected to broaden µ+µ- acoplanarity distribution, similar to what is seen in e+e- 
(e.g. TASSO, shown here) 
➤ Dotted line positioned at Aco=0.008 (corresponding to 1.44 degrees) 12
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m o m e n t u m  reso lu t ion  ap/p=O.O16.pt (p in GeV/c).  

Acceptance Calculations 

The accep tance  funct ions used to correct  the mea-  
sured angu la r  d i s t r ibu t ions  were ca lcu la ted  by M o n -  
te Car lo  using the event genera tors  of Berends et 
al. [16]. Elec t rons  were s imula ted  with the EGS 
code  [17] and  good  agreement  with the da t a  was 
obta ined.  We es t imate  the overal l  uncer ta in ty  due to 
shower  cor rec t ions  in the b in - to -b in  po la r  angle  ac- 
ceptance  to be less than  1~o. M u o n  t racks  were 
p ro jec ted  into the m u o n  chambers  and  l iquid a rgon  
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Fig.7. The observed acollinearity distribution for the reaction 
e + e---*#+ # . The histogram shows the QED prediction includ- 
ing radiative corrections up to order c~ 3 

ca lo r ime te r  t ak ing  all de tec to r  effects into account .  
The  accep tance  is a rap id ly  vary ing  funct ion in the 
po la r  angle  range 0 .5<1cos  01<0.8. Different  pro-  
cedures for ca lcula t ing the accep tance  were used;  
they p roduce  a m a x i m u m  change in the a s y m m e t r y  
of  + 0 . 4 ~ .  Higher  o rde r  Q E D  processes  induce 
angu la r  asymmet r ies  which are dependen t  on the 
exper imenta l  select ion criteria.  Rad ia t ive  cor rec t ions  
up to o rde r  ~3 were ca lcu la ted  as descr ibed  in the 
text  and  were found to agree well with the experi-  
menta l  data.  As an example  we show in Fig. 7 the # 
pa i r  aco l l inear i ty  d is t r ibut ion .  

Cross Section Formula 

The cross sect ions were eva lua ted  using the fo rmula  
of  [18] for the e lec t roweak  in te rac t ion  and  ex tended  
by the au thors  of [13] for compos i t e  models .  F o r  
Bhabha  scat ter ing with unpo la r i zed  beams  the cross 
sect ion can be wr i t ten  in the fol lowing form 

do- 0~ 2 
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ACCOUNTING FOR ACOPLANARITY TAILS
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➤ Reported cross sections allow for both 
scenarios to be true 
➤ The tails are all backgrounds: thus we 

select Aco<0.008, and use the fits shown 
previously to extrapolate the tail into this 
region.   
➤ This is a 2-4% correction, depending on Yµµ 

➤ The tails are all signals: all events are 
used, regardless of Aco 

➤ The average of the results is presented as 
the central value 
➤ The systematic uncertainty is half the 

difference



SYSTEMATIC UNCERTAINTIES

➤ Muon trigger efficiencies 
➤ Agreement between minimum-bias and T&P methods good to 5% 

➤ Reconstruction efficiencies 
➤ Nominal muon uncertainties, based on systematic assessment of data/MC differences, are 

2-4%  
➤ Using looser (“medium”) identification requirements gives good agreement for Mµµ<30 

GeV, and 10% difference for Mµµ>30 GeV.   
➤ Unfolding uncertainties 

➤ 1% uncertainty assigned due to fluctuations in bin-by-bin factors 
➤ Vertex efficiency 

➤ Data vs. MC gives 2.2% difference.  3% uncertainty assigned 
➤ Background estimation 

➤ Uncertainty includes assumptions that Aco tails are all background, and all signal 
➤ MC closure is good to 2% level 
➤ Luminosity uncertainty assigned to be 7% 
➤ ~10-12% uncertainty overall
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RESULTS: SINGLE MUON DISTRIBUTIONS

➤ Distributions of single 
muons, after full dimuon 
selections 

➤ Data only corrected for 
dimuon trigger efficiency
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PAIR CROSS SECTIONS VS. MASS AND RAPIDITY
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➤ dσ/dMµµ shown for |Yµµ|<2.4 and |Yµµ|>1.6 
➤ dσ/dYµµ shown for 10<Mµµ<20, 20<Mµµ<40, 40<Mµµ<100 GeV 
➤ Truth STARLIGHT 1.1 (for γ=2705) shown in solid histograms
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RATIOS RELATIVE TO STARLIGHT

➤ Ratios relative to STARLIGHT 
➤ Surprisingly good agreement over full range in Mµµ and Yµµ  

➤ Verifies both overall Z4 scaling of γγ luminosity & γ spectrum
17
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ALICE & ATLAS RESULTS
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Figure 3: Left: Transverse momentum distribution of exclusive e+e− pairs with 0.6 ≤ Mee ≤ 2.0 GeV/c2 compared with
STARLIGHT. Right: Differential cross section, dσ/dMee, for Pb+Pb → Pb+Pb+ e+e− compared with STARLIGHT.

the trigger, the results from 2011 were restricted to high invariant masses, Mee > 2.2 GeV/c2. The 2010 data allow to
go down to Mee = 0.6 GeV/c2.

The event selection was similar to that for coherent ρ0 production, with the selection on the TPC dE/dx modified
to accept electrons rather than pions. The raw data were corrected for acceptance and efficiency using events generated
by STARLIGHT. Figure 3 (left) shows the pT distribution of the selected e+e− pairs. The distribution is well described
by STARLIGHT, indicating that there is no background not accounted for in the sample. The measured cross section
for the selection 0.6 ≤ Mee ≤ 2.0 GeV/c2 and |η1,2| < 0.9 (η1,2 are the pseudorapidities of the two tracks) is 9.8 ±
0.6(stat.)+0.9

−1.2(sys.) mb. The STARLIGHT prediction for the same selection is σ = 9.7 mb. The differential cross section,
dσ/dMee, is shown in Fig. 3 (right) together with the previous ALICE measurement for Mee > 2.2 GeV/c2 and the cross
section from STARLIGHT. The variation of dσ/dMee with Mee is well described by STARLIGHT.

5 Conclusions

The ALICE Collaboration has made the first measurements of coherent ρ0 and ψ(2S) photoproduction in Pb-Pb collisions
at the LHC. The measured cross section for the ψ(2S) disfavors models with no nuclear effects and models with strong
gluon shadowing. This is thus consistent with the conclusions from the J/ψ measurements [1, 2] but less strong because
of the larger uncertainties for ψ(2S) discussed above. The results on ρ0 show that a straightforward scaling of the
γ-p cross section using the Glauber model [8] overpredicts the cross section. This confirms what was observed in Au-
Au collisions at RHIC energies. The cross section for two-photon production of e+e− pairs at midrapidity in Pb-Pb
collisions is in good agreement with leading order QED as implemented in STARLIGHT in the invariant mass range
0.6 ≤ Mee ≤ 10.0 GeV/c2.
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Different beam energies, but confirms expectations over >2 orders of magnitude in Mll
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CONCLUSIONS & OUTLOOK

➤ First ATLAS measurement of high-mass muon pairs from ultra-peripheral 
collisions in lead-lead collisions at 5.02 TeV 

➤ Good agreement with STARLIGHT 1.1 calculations 
➤ Verification of expected photon flux 
➤ Precision now limited by lack of higher-order QED calculations 

➤ These measurements are just the first step in the ATLAS UPC program 
➤ Adding ZDC selections will probe impact parameter dependence in more detail 
➤ ZDC-tagged events should have smaller  

impact parameter, and thus harder colliding  
photon spectra  

➤ Next steps will be to probe nuclear wave  
function, including 
➤ Vector mesons (ρ and J/Ψ) 
➤ Jet production in photonuclear processes
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Figure 6: Correlation of energies in the two ZDC arms, each normalized to the most probably energy of
the single neutron peak. The plot on the left shows nearly the full range of measured energies, with the
events with larger energies indicative of pileup. The plot on the right is the same data zoomed in to the
lower left corner, to emphasize the ZDC’s ability to observe up to 4 individual neutrons on each side in
individual events. Events are triggered on a combination of triggers, one based on a ZDC coincidence,
confirmed by a track measured by the high level trigger, and the other based on measuring greater than
50 GeV in the full ATLAS calorimeter system. A reconstructed vertex is also required to be present in
each event.
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EXTRA SLIDES
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CONNECTION WITH FORWARD NEUTRONS

➤ In principle, the nuclei can exchange additional photons during the 
collision, exciting one or both nuclei (e.g. nucl-th/0307031) via the giant 
dipole resonance (GDR) (referred to as “Pb*”) 
➤ Excited nuclei emit one or more neutrons 

➤ These are more likely for smaller impact  
parameters between the nuclei 

➤ However, the impact parameter also controls  
the two-photon luminosity 
➤ Higher masses are enhanced more at smaller impact parameters 

➤ Thus, expect ZDC-tagged events to have harder spectra than events only 
triggered on the muons 
➤ In this measurement we only trigger on the muons, such that the ZDC could 

be used to independently study this effect 
➤ The next iteration of this measurement will include ZDC selections
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Fig. 6. The photon-photon luminosity d3L/d2bdW is shown for different values of
W as a function of the impact parameter b. The results of a full calculation for lead
beams at the LHC are compared with the approximate result of Eq. (54).

the present considerations, the effect of tagging is more important for low W ,
see his plot as a function of the invariant mass of a produced muon pair Mµµ.
A comparison of the luminosity of Eq. (54) against a full calculation is shown
in Fig. 6 for different invariant masses W . In view of the crude approximations
made to obtain Eq. (54) the overall agreement is quite good for small invariant
masses, whereas for the highest invariant masses shown in the plot some part
of the cross section come from the areas beyond the range u < x2. This figure
also shows the change in the shape of the spectrum for low and high invariant
masses W .

3.2 Angular correlations

There can also be angular correlations since the photon polarization follows
the electric field vector of the nuclear fields which in turn follows b⃗ [50]. For
example, the decay ρ0 → π+π− is sensitive to the photon polarization, and
hence to the direction of b⃗. Mutual GDR excitation is another example; the
neutron transverse momentum tends to follow the electric field. The amplitude
a1,2(⃗b) for mutual excitation is

a1,2(⃗b) = a1(⃗b) a2(⃗b)

where the amplitude for single GDR excitation ai (i = 1, 2) is given, e.g., by
Eq. (3.1.22) of [1].

In intermediate energy heavy ion scattering (in contrast to the ultrarelativistic
case) it is experimentally possible to measure directly the momentum trans-
ferred to the projectile. This determines the impact parameter vector b⃗. The
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MU0 TRIGGER EFFICIENCY

➤ Single-muon trigger efficiency measured using 2015 Pb+Pb data 
➤ Measured in two ways 

➤ Single muons in minimum-bias HI data 
➤ Coincidence of tight offline muon and Level-1 muon in ∆R<0.5 
➤ Perform in FCal ET bins (here using <1000 GeV) 

➤ Tag and probe (T&P) in UPC dimuon events 
➤ For events with two tight muons, at least one of which coincides with Level-1 

muon (to trigger event), if the pair has pT<500 MeV, then the other muon can 
be used as a probe 

➤ Good (<5%) consistency between the two, limited by statistical 
precision of T&P: 
➤ Fits performed to minimum-bias data since it has better statistical 

precision
22


