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Figure 4: Glauber Monte Carlo event (Au+Au at
√

sNN = 200 GeV with impact
parameter b = 6 fm) viewed in the transverse plane (left panel) and along the

beam axis (right panel). The nucleons are drawn with a radius
√

σNN
inel/π/2.

Darker disks represent participating nucleons.

The optical form of the Glauber theory is based on continuous nucleon density
distributions. The theory does not locate nucleons at specific spatial coordinates,
as is the case for the Monte Carlo formulation that is discussed in the next section.
This difference between the optical and Monte Carlo approaches can lead to subtle
differences in calculated results, as will be discussed below.

2.4 Glauber Monte Carlo approach

The virtue of the Monte Carlo approach for the calculation of geometry related
quantities like ⟨Npart⟩ and ⟨Ncoll⟩ is its simplicity. Moreover, it is possible to
simulate experimentally observable quantities like the charged particle multi-
plicity and to apply similar centrality cuts as in the analysis of real data. In
the Monte Carlo ansatz the two colliding nuclei are assembled in the computer
by distributing the A nucleons of nucleus A and B nucleons of nucleons B in
three-dimensional coordinate system according to the respective nuclear density
distribution. A random impact parameter b is then drawn from the distribution
dσ/db = 2πb. A nucleus-nucleus collision is treated as a sequence of indepen-
dent binary nucleon-nucleon collisions, i.e., the nucleons travel on straight-line
trajectories and the inelastic nucleon-nucleon cross-section is assumed to be inde-
pendent of the number of collisions a nucleon underwent before. In the simplest
version of the Monte Carlo approach a nucleon-nucleon collision takes place if
their distance d in the plane orthogonal to the beam axis satisfies

d ≤
√

σNN
inel/π (10)

where σNN
inel is the total inelastic nucleon-nucleon cross-section. As an alterna-

tive to the black-disk nucleon-nucleon overlap function, e.g., a Gaussian overlap
function can be used (31).

We are well-accustomed to multiple 
interactions in collisions of nuclei 
(and consequences on final state, 
i.e. hydrodynamization)

Introduction 

Real Life: Multiple-Parton Interactions 
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HI and HEP communities are 
more and more interested in 
consequences of >1 partonic 
interactions even in pp collisions
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FIG. 12: Contour distributions of the proton and pion-cloud density (arb) in the transverse plane, the width of each plot is
3 fm. Each plot is a single event sampled from the ensemble. The top row shows events with hN⇡i = 0.1778 the calculated
value, the bottom row shows events with hN⇡i = 4.

FIG. 13: Distributions of the stringy density (arb) in the transverse plane, the width of each plot is 2 fm. The top row shows
strings with a width 0.1 fm the bottom row shows strings with a width 0.3 fm.
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FIG. 14: Distributions of ✏2, ✏3 for 500 events generated from the pion-cloud. The left figure shows the results for the physical
value hN⇡i = 0.1778, the right figure shows the results for hN⇡i = 4. Note that impact parameter fluctuations are not included.

How important are (fluctuating) 
spatial distributions for understanding 
properties of pp collisions



The DIPSY model Flensburg et al. arXiv:1103.4321 [hep-ph]

A very di↵erent view on MPIs, built on Mueller dipole model (Mueller and

Patel arXiv:hep-ph/9403256).
Proton structure built up dynamically from dipole splittings:

Model implemented as a MC event generator
Dipole evolution in Impact Parameter Space and rapiditY.
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MPIs are included by construction.
Formalism generalizes to HI (very time consuming).
No PDFs (also: no quarks, no ME ) few hard jets).
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FIG. 5. (Color online) Initial energy density distribution (ar-
bitrary units, increasing from blue to red) in the transverse
plane in a d+Au collision in the MC-Glauber model (a) and
the IP-Glasma approach (b). The nucleon positions (open
circles for the deuteron, solid circles for gold) are exactly the
same in the two cases.

transverse overlap area S⊥ [61]. Such a compilation, for
a wide range of centralities in heavy-ion collisions at the
LHC and RHIC can be found in [62]. With this criterion
however, when the x-axis is divided by S⊥, the scaling of
v2/ε2 is broken immediately for d+Au collisions. Indeed,
the initial transverse area in d+Au is approximately a
factor of two larger than in p+A collisions. It will be in-
teresting to calculate the transverse area for all colliding
systems systematically in different models and investi-
gate further the model dependence of scaling of v2/ε2 in
smaller size systems. This study will be reported else-
where.

To study whether the behavior of the eccentricities pre-
sented in Fig. 4 is a good representation of the generated

flow if the system behaves hydrodynamically, we com-
pute the root mean square v2 and v3 integrated over
pT > 0.5GeV for different Npart in the MC-Glauber 1
and IP-Glasma model. We use a constant η/s = 0.08, an
initial time of hydrodynamic evolution τ0 = 0.2 fm and
a freeze-out temperature of Tfo = 120MeV. The nor-
malization of the initial energy density in the IP-Glasma
model was tuned to reproduce the charged particle mul-
tiplicity in p+p collisions at 7TeV. In the MC-Glauber 1
model the normalization of the energy density was set to
approximately produce the same amount of charged par-
ticles as the IP-Glasma model. Because we are only in-
terested in general trends in this work and not a detailed
comparison to experimental data, we have not performed
any fine tuning of parameters to reproduce particle spec-
tra in p/d+A collisions. The reader should note however
that these initial conditions, specifically the very low η/s
and small τ0, can reasonably be considered to provide
upper bounds on the magnitude of the generated flow.4

We show results for the integrated root mean square
v2 and v3 for p+Pb collisions in Fig. 6 and for d+Au
collisions in Fig. 7. The first thing to note is the qualita-
tive difference between the centrality dependence of v2 in
p+Pb and d+Au collisions. While in p+Pb collisions v2
drops with increasing Npart as expected from ε2(Npart)
in d+Au we find the opposite behavior. This behavior is
expected qualitatively from ε2(Npart) in d+Au collisions
[27]. However, as per our discussion in the previous sec-
tion, ε2 alone is not necessarily useful for a quantitative
understanding of flow in d+Au collisions.
In p+Pb collisions, given the eccentricity ε2 of the

MC-Glauber 1 model in Fig. 4, one might naively expect
an increase of v2 by a factor of three when going from
Npart = 20 to Npart = 7 if it scales with ε2. While we do
find the same trend, v2 changes by a relatively smaller
factor of approximately 1.7. In the IP-Glasma model, the
change in v2 with Npart is larger (a factor of 2.5) even
though the eccentricity ε2 varies more slowly than in the
MC-Glauber 1 model. For Npart = 14, v2 is approxi-
mately a factor of two smaller than in the MC-Glauber 1
model, and about 60% lower for Npart = 20. v3 is nearly
flat in the MC-Glauber 1 model and decreases with Npart

in the IP-Glasma model for both p+Pb and d+Au colli-
sions.
We conclude that for small size systems, like p+Pb

or d+Au, there is no simple quantitative scaling of the
flow with eccentricity. Further, a smaller ellipticity in a
different initial state model does not necessarily lead to
smaller v2 in that model, because the geometries (and
system sizes) may be so drastically different, that ε2 is
not a sufficient predictor of v2. This is seen strikingly

4 For nucleus-nucleus collisions at RHIC and the LHC, average
values of η/s = 0.12 and η/s = 0.2 respectively, give the best fits
to data [63].

Color reconnection

Many partonic subcollisions ) Many hadronizing strings.

But! N
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= 3, not N
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= 1 gives interactions.
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Actual merging is decided by minimization of ”potential energy”:
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“standard” MPI 
(is there 2D evolution?)

DIPSY evolution 
in transverse space

Initialization of hydro

How do we disentangle the (possibly simultaneous) role of these different scenarios?



Questions (instead of summary)

How to move from MC tuning to extraction of physical 
parameters for the transverse structure of hadrons 
(including errors) ?

Can one constrain generalised pdf (g(x,b)) and multi-
parton pdf s

How does re-scattering modify (de-correlate) low-pT jet-
like correlations ?

Can “elementary” string interactions explain collective 
bahavior in small systems ?

26

(continuing Andreas’ discussion!)





  
 how to distinguish Hydro and 

Pythia
H. BELLO,  

G. BENCEDI,  E. CUAUTLE, R. Diaz, S. IGA,  A. 
ORTIZ, G. PAIĆ 



Multiplicity and MPI in Pythia
Limited 
increase with 
multiplicity at 
high 
multiplicity, 
while mean pt 
grows with 
multiplicity



 color reconnection till high pt
The prediction of pythia 
spectra for  the case of no CR 
with the predicitons for two 
CR modes for z= Nch/<Nch> = 
0.5 and >5 and for the min 
bias case. The result suggest 
that with multiplicity the 
color reconnection increases 
(ref.3.)

The very low multiplicity 
events z <0.5 could be used 
as the No CR case in data 

analysis



Color reconnection tuning on the mean pt 
at 7 TeV



Comparison with Hydro inspired EPOS3
Z= Nch/
<Nch>



conclusions
• The differentiation between hydro and 

Pythia occurs after 2-3 GeV/c. Should be 
easy to investigate with experimemts 

• Interesting behavior at low multiplicity







hard MPIs = double parton 
scattering (DPS)

for instance: 4-jet production coming 
from a double hard scattering of 

two partons in each incoming hadron

there is a kinematical domain in which this 
is as important as the leading-twist process 

of 4-jet production in one hard scattering

QCD factorization not proven (probably does not apply) yet used in all 
phenomenological studies 

parameters (like σeff) need to be tuned to unphysical values



soft MPI = underlying event

in A+A or high-multiplicity p+p 
CGC = first-principle approach if Qs is large enough

the most popular approach in p+p: event generators like PYTHIA



Hard MPI-Soft MPI interplay ?
when triggering on a hard event, 

does one bias the distribution of the soft particles 
by selecting only rare wavefunction configurations 

of the colliding particles 

if so, how to calculate this effect in QCD ?

2

sion scaling (RpA = 1 in all centrality intervals) at inter-
mediate p

T

(3–10 GeV) and mid-rapidity.
In preliminary measurements of the centrality-selected

hadron yields in proton–lead (p+Pb) collisions at the
LHC by the ATLAS Collaboration [22], no such cor-
rection is yet applied. Thus deviations of 10–20% from
the geometric expectation at intermediate hadron p

T

(3–
20 GeV) have been observed, typically resulting in an
RpA > 1 in the most central, or high activity, events and
< 1 in the most peripheral, or low activity, events. Sim-
ilarly, preliminary measurements of Z boson yields [23]
found that collision scaling only holds after the applica-
tion of a simple correction for the centrality bias e↵ect.

On the other hand, preliminary measurements of very
high-p

T

jets in d+Au [24] and p+Pb [25] collisions have
unexpectedly reported the opposite modification pattern,
in which RpA < 1 (> 1) in central (peripheral) events.
These modifications are thought to be associated with
large Bjorken-x in the projectile, xp > 0.1, which may
give rise to the observed e↵ect due to the associated
proton configurations interacting more weakly than av-
erage with the nucleons in the target nucleus [26] or with
the exclusion of these partons from QCD evolution [27].
Thus, a quantitative understanding of possible centrality
biases is needed to better characterize the modifications.

In this paper, we present a model to estimate the size
of the centrality bias e↵ect arising from a positive corre-
lation between the UE activity and average hard scatter-
ing yield in individual NN collisions. We posit that for
NN events which produce some total UE multiplicity or
transverse energy (referred to in the subsequent discus-
sions as E

T

for simplicity), the average yield of final state
objects Y

hard

(which may be high-p
T

hadrons, jets, elec-
troweak bosons, etc.) produced through hard scattering
rises linearly with E

T

,

hY
hard

(ET )i / ET . (1)

This relationship can be understood schematically
through a geometric picture of pp collisions, in which the
hard scattering rate and the magnitude of UE activity
both depend on the extent of the transverse pp overlap
region. Thus, the UE activity and the yield are inter-
correlated through a mutual correlation with the impact
parameter of the collision. This hypothesis has been con-
sidered before in, for example, Refs. [28, 29] and has also
been described in terms of multiple parton–parton in-
teractions [30, 31]. Recently, the rates of J/ [32] and
⌥ [33] production in pp collisions at the LHC have been
observed to be proportional to the soft particle multiplic-
ity, in agreement with this hypothesis.

Additionally, Eq. 1 was motivated by MC studies using
event generators tuned to soft observables at the LHC.
Namely, 106 minimum bias Pythia 8.183 [34] pp events,
incorporating the leading order MSTW2008 parton dis-
tribution function set [35] and tuned to measurements of
minimum bias observables by ATLAS in pp collisions [36],
were generated for

p
s = 2.76 TeV and 5.02 TeV. In the
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FIG. 1. Per event yield of jets with p
T

> 20 GeV and
|⌘| < 2.8, plotted as a function of the underlying event ⌃E

T

.
Results are shown for Pythia 8 simulations of pp 2.76 TeV
collisions (circles) and for pp 5.02 TeV collisions with a �y =
+0.465 rapidity shift with respect to the lab frame (squares)
where the ⌃E

T

is measured in �4.9 < ⌘ < �3.1.

latter case, the system was also boosted by �y = +0.465
to match the NN kinematics in the recent p+Pb data-
taking at the LHC.
The sum of the transverse energy, ⌃E

T

, of all final-
state, visible particles was measured within �4.9 < ⌘ <

�3.1 to match the acceptance of the forward calorimeter
in the ATLAS experiment. Furthermore, jet reconstruc-
tion with an R = 0.4 anti-k

t

algorithm [37] was run on the
final-state, visible particles. The mean per-event yield of
jets with p

T

> 20 GeV and |⌘| < 2.8 is shown as a func-
tion of ⌃E

T

in Fig. 1 at both
p
s energies. The yield

was found to be approximately linear in ⌃E
T

, with the
largest possible deviations only in the high-⌃E

T

(> 30
GeV) tail. This quantitative relationship persisted when
the generator was tuned instead to measurements of the
UE in the presence of a high-p

T

track or cluster [36].

II. MODEL OVERVIEW

This section describes the procedure for determining
the e↵ects of the correlation in NN collisions described
by Eq. 1 on measurements of the centrality-selected yield
in p+A collisions.
Three models are considered: in the Uncorrelated

Model (UCM), there is no correlation in individual NN

collisions between the magnitude of the UE activity E

T

and the hard scattering yield Y ; in the Partially Cor-
related Model (PCM), the two are related according to
Eq. 1, with an additional stochastic term accounting for
the randomization of the impact parameter of the proton
in each successive p+N collision; in the Variably Corre-
lated Model (VCM), the stochastic term is integrated out
and the strength of the correlation is controlled by a sin-
gle parameter.

Important for p+A: can we correct for this effect when measuring RpPb? 

ALICE: hybrid method measures correction factors in ZDC-selected bins, under 
assumptions that different regions in eta are proportional to Npart or Ncoll scaling. 

ATLAS: calculates “centrality bias” corrections, restores Ncoll scaling to Z, W
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FIG. 2: (Color online) Probability of a hard process corre-
sponding to a small � = h�in(x)i / h�ini trigger selection rela-
tive to that for a generic hard processes, as given in Eq. 5 for
!�(x) = 0.1, 0.2. Rhard

⌫ = 1 is the expectation of the Glauber
model.
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FIG. 3: (Color online) R

hard
⌫ for pA collisions with x =

Ejet/Ep = 0.6, and � = 0.6 for centrality bins extracted from
the ATLAS data [5] and using ⌫ distributions given by the
CF model [17]. Errors are combined statistical and system-
atic errors. The solid line is the Glauber model expectation.

evaluating the RMS deviation of the data points from
the linear function in the region of the fit were combined
with systematic uncertainties on the data points to yield
total uncertainties. Figure 3 shows that � ⇠ 0.6 gives
a good description of the data at x = 0.6. We empha-
size that a naive interpretation of the data due to jet
energy loss cannot explain either the modification pat-
tern in the centrality-dependent R

hard

⌫

, which features
both enhancement and suppression, or the observation
of Rhard = 1 for inclusive collisions, which follows from
QCD factorization.

Figure 4 shows the predictions of our model for Rhard

⌫

in each centrality bin as a function of �. These predic-
tions could be tested by extending the current analysis
of the LHC pA data to x < 0.6 as well as by analyzing
the RHIC dA data [23]. The magnitude of the deviations
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FIG. 4: (Color online) R

hard
⌫ for di↵erent centralities as a

function of �.

from R

hard

⌫

= 1 increase smoothly with decreasing � < 1.
For larger than average size configurations, correspond-
ing to � > 1, the modification pattern reverses, producing
an enhancement and suppression in central and periph-
eral events respectively.

The agreement of the data for x = 0.6 with our cal-
culation using � = 0.6 has a number of implications. It
demonstrates that large x configurations have a weaker
than average interaction strength. More generally, it
confirms the presence of CF e↵ects in pA interactions
and suggests that they should contribute to the dynam-
ics of central AA collisions [14]. It is in line with the
QCD quark counting rules which assume that large x

partons belong to configurations with a minimal number
of constituents interacting via hard gluon exchanges [20].
However, it is in tension with approaches which neglect
the short range correlations between hadron constituents,
such as the model in [24], and with those in which the
transverse size of the hadron is not squeezed at large x.

To explore the energy dependence of this e↵ect,
the value of � at fixed x can be determined at two
di↵erent energies

p
s1 and

p
s2 through the proba-

bility conservation of P

h

(�):
R
�(

p
s1)

0 P

h

(�,
p
s1)d� =

R
�(

p
s2)

0 P

h

(�,
p
s2) d�. At 30 GeV, � ⇡ 1/4, a factor

of two smaller than at the LHC. This follows from the
fact that in pQCD, the cross-section of small-size con-
figurations grows faster with increasing collision energy
than that of average configurations.

A weaker interaction strength for configurations with
x � 0.5 has implications for our understanding of the
EMC e↵ect. This follows from the analysis of Ref. [21],
in which the Schrodinger equation for the bound state
of the nucleus included a potential term which depends
on the internal coordinates of the nucleons. In this po-
tential, the overall attractive nature of the NN inter-
action results in a smaller binding energy for nucleons
in small configurations. Thus, by the variational princi-

ATLAS observed 
centrality-dependent splitting 
of nuclear modification 
factor in p+Pb

Several modification on the market 
but modified spatial configuration of  
nucleon remnant in presence of  
large-x jet is able to explain this effect
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Figure 2: Ratios of dijet pseudorapidity (⌘dijet = (⌘1+⌘2)/2) distributions with a selection on

total forward energy deposition (E
[4<|⌘|<5]
T ) to the dijet pseudorapidity distribution without

any requirement on event activity. The calculation in PYTHIA+HIJING is shown by black
squares and CMS data points [3] are shown by red circles.

only one or two nucleons from the Pb nucleus contribute and the model – that
corrects for energy only on the proton side – is clearly deficient due to the neglect
of energy-momentum constraints for Pb.

4. ATLAS jet results

In this section we consider the single-jet measurements by ATLAS [4]. We
generate hard events in PYTHIA with jets reconstructed using the anti-k

T

se-
quential recombination algorithm [18, 19] with a distance parameter of 0.4, in
the region |⌘jet � ⌘CM| < 3. The centrality criterium is, in this case, the to-
tal transverse energy in Pb-going direction within the pseudorapidity range of
�4.9 < ⌘ < �3.2, thus less sensitive to energy constraints on the proton. Let
us note that we use, for the di↵erent centrality classes, the number of collisions
N

coll

provided by ATLAS and not the one extracted from HIJING 3.

3They are (11.94,9.86,8.38,6.934,4.82,2.29) for HIJING and
(14.57,12.07,10.37,8.94,6.44,2.98) in the ATLAS paper [4], for the 0 � 10%, 10 � 20%,
20� 30%, 30� 40%, 40� 60% and 60� 90% centrality classes respectively.
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Figure 4: RpPb calculation in PYTHIA+HIJING with xp matching are shown for 0 � 10%,
10 � 20%, 20 � 30%, 30 � 40%, 40 � 60% and 60 � 90% centrality classes. The centrality
classes are determined according to total transverse energy in Pb-going direction within the
pseudorapidity range �4.9 < ⌘ < �3.2.

 (GeV/c)
T

p
210

pP
b

R

0.5

1

1.5

<2.8
CM
η-η2.1<

ATLAS 0-10%
PYTHIA+HIJING 0-10%

 matchedpx

 (GeV/c)
T

p
210

pP
b

R

0.5

1

1.5

<0.3
CM
η-η-0.3<  (GeV/c)

T
p

210

pP
b

R

0.5

1

1.5

<2.1
CM
η-η1.2<

 (GeV/c)
T

p
210

pP
b

R

0.5

1

1.5

<-0.3
CM
η-η-0.8<  (GeV/c)

T
p

210

pP
b

R

0.5

1

1.5

<1.2
CM
η-η0.8<

 (GeV/c)
T

p
210

pP
b

R

0.5

1

1.5

<-0.8
CM
η-η-1.2<  (GeV/c)

T
p

210

pP
b

R

0.5

1

1.5

<0.8
CM
η-η0.3<

 (GeV/c)
T

p
210

pP
b

R

0.5

1

1.5

<-1.2
CM
η-η-2.1<

Figure 5: RpPb calculation in PYTHIA+HIJING with xp matching (grey bands) and the
measured values by ATLAS ([4], red circles) are shown for the 0 � 10% centrality class in
bins of pseudorapidity in the center-of-mass frame. The centrality classes are determined
according to total transverse energy in Pb-going direction within the pseudorapidity range
�4.9 < ⌘ < �3.2.

energy constraints on the proton are taken into account, while those on the Pb
nucleus are not considered. The model is thus expected to fail for peripheral
collisions where very few nucleons from Pb participate. Note that our model
is not a dynamical one, see other explanations in [11, 12, 13, 14], our only aim
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