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Angular power spectrum of the gamma-ray background

• Analysis of 81 months of PASS 7 
(Reprocessed) data 

• Solid detection of APS in 13 energy bins 
between 0.5 and 500 GeV 

• No multipole-dependence was found 

• Consistent with unclustered point sources 
(Poisson shot noise)
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FIG. 1. Intensity maps (in cm−2s−1sr−1) in Galactic coordinates for energies between 1.0 and 2.0 GeV, shown unmasked (top)
and after applying the default mask removing sources in 3FGL, as described in Sec. III B (bottom). Data used here follow the
default processing (see Sec. II), but they include both front- and back-converting events. Both maps have been smoothed with
a gaussian beam with σ = 0.5◦ and their projection scheme is Mollweide.

FIG. 2. Same as the bottom panel of Fig. 1 but with our model for the Galactic foreground subtracted (see Sec. IIIC). The
residuals have been smoothed with a gaussian beam with σ = 1◦. The projection scheme is Mollweide.

10

Multipole
210

 s
r]

-2
 s

r
-2

 s
-4

 [c
m

lC

-3

-2

-1

0

1

2

3
-1810×

Masking sources in 3FGL
Masking sources in 2FGL
Poissonian fit (masking sources in 3FGL)
Poissonian fit (masking sources in 2FGL)

-3

-2

-1

0

1

2

3
-1810×

Energy bin [1.38-1.99] GeV

Multipole
210

 s
r]

-2
 s

r
-2

 s
-4

 [c
m

lC

-10

-8

-6

-4

-2

0

2

4

6

8

10
-2110×

Masking sources in 3FGL
Masking sources in 2FGL
Poissonian fit (masking sources in 3FGL)
Poissonian fit (masking sources in 2FGL)

-10

-8

-6

-4

-2

0

2

4

6

8

10
-2110×

Energy bin [50.00-95.27] GeV

FIG. 6. Auto-APS of the IGRB for 2 representative energy bins (between 1.38 and 1.99 GeV in the left panel and between 50.0
and 95.27 GeV in the right panel) and for the reference data set (P7REP ULTRACLEAN V15 front events) using the reference
mask which excludes |b| < 30◦ and 3FGL sources (red circles). The blue triangles show the same but masking the sources in
2FGL. Data have been binned as described in Sec. IVA. The solid red line shows the best-fit CP for the red data points, with
the pink band indicating its 68% CL error. The dashed blue line corresponds to the best-fit CP for the blue data points. Note
that only the results in our signal region (i.e. between ℓ = 49 and 706) are plotted and that the scale of the y-axis varies in
the two panels. Also, the blue triangles have been slightly shifted horizontally with respect to the red circles to increase the
readibility of the plots. This will happen also in many of the following plots.
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FIG. 7. Same as Fig. 6, but showing a wider range in multipole, going from ℓ = 10 to 2000. The two dashed grey vertical lines
indicate the lower and upper bounds of the multipole range used for the present analysis. Note the different scale of the y-axis
in each panel.

CP. For the default data set masking 3FGL sources, the
significance of the measured auto-APS CP is larger than
3σ for all energy bins up to 21.8 GeV, except between
5.00 and 10.45 GeV. The significance of the detection
is reported in italics in Tabs. I and II. In the case of
the mask around 3FGL sources, the highest significance
in the auto-APS is 6.3σ and it is reached in the second
energy bin, i.e. between 0.72 and 1.04 GeV.

The way the auto- and cross-APS depend on the energy
(i.e. the so-called “anisotropy energy spectrum”) is

an informative observable that can provide insight into
the emission causing the anisotropic signal. In fact,
in the case that the auto-APS is produced by a single
population of sources, the anisotropy energy spectrum
allows their energy spectrum to be reconstructed [27, 42,
43]8. If more than one class of objects are responsible for
the signal, then, by detecting features in the anisotropy

8 The anisotropy energy spectrum traces the intensity energy
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FIG. 8. Anisotropy energy spectra for the auto-APS using the
reference data set with the default 3FGL mask (red circles)
in comparison with the case in which we use the default mask
around 2FGL sources (blue triangles).

energy spectrum, it may be possible to identify energy
regimes where the different classes dominate the signal.
The measured anisotropy energy spectrum for the

auto-APS is shown in Fig. 8. In the figure, the data
points are weighted by E4/∆E2 where E is the log-
center of the energy bin and ∆E is the width of the
bin. This weighting is introduced in order to compare
the anisotropy energy spectrum directly with the squared
intensity energy spectrum of the sources responsible for
the anisotropy signal. Fig. 8 compares the auto-APS
CP for the case of the mask excluding 3FGL sources (red
circles) to that of the mask excluding 2FGL sources (blue
triangles). As already mentioned, the amplitude of the
auto-APS is lower when we exclude the sources in 3FGL.
In both data sets, the low-energy part of the spectrum
appears generally consistent with a power law, while a
feature is apparent around 7 GeV. We comment further
on the structure of the anisotropy energy spectrum in
Sec. VI.

B. Cross-correlation angular power spectra

Two examples of the cross-APS between energy bins
are shown in Fig. 9. The left panel is for the cross-
APS between bins at low energies. A clear correlation
is detected in the multipole range of interest (bounded
by the vertical grey lines in the figure). Note the effect
of the beam window function on the error bars at high
multipoles, as in Fig. 7. The right panel shows the cross-
APS between two high-energy bins. This combination

spectrum of the sources responsible for the anisotropy signal only
if the clustering of the source population is independent of energy.

does not correspond to a significant detection, as the
best-fit CP is compatible with zero at a 2σ level.
The best-fit CP for the cross-APS between the i-th and

the j-th energy bins are shown in Appendix C, multiplied
by E2

i E
2
j /∆Ei∆Ej and for all the possible combinations

of energy bins. Cross-APS CP is detected in most
combinations of energy bins, with the ones failing to yield
a detection mainly involving the two highest energy bins.
Tabs. I and II report the detected cross-APS with their
significance9. The largest detection significance is 7.8σ
for the case of the cross-APS between the energy bin
from 1.99 and 3.15 GeV and the energy bin between 3.15
and 5.0 GeV.
The tables also report in bold the χ2 associated with

the best-fit CP according to the definition in Eq. 9.
Fig. 10 shows the distribution of the 91 χ2 of best-fit CP

in the 91 independent combinations of the 13 energy bins.
The solid black line refers to the case when all sources
in the 3FGL are masked and the dashed blue line when
only sources in the 2FGL are masked. Both distributions
are compatible with that of a χ2 distribution with 9
degrees of freedom (i.e. the 10 data points inside the
signal region in multipole minus 1 fitted parameter). The
latter is represented by a solid red line in Fig. 10. Only
3 (4) combinations of energy bins has a χ2 larger than
16.9 (that would correspond to a p-value of 0.05) when
masking 3FGL (2FGL) sources.
Together with the auto-APS in Fig. 8, the cross-

APS provides an important handle to characterize the
emission responsible for the anisotropy signal. In
particular, if the latter is due to only one class of
unresolved sources, the auto-APS Ci,i

P allows us to
reconstruct their energy spectrum and the cross-APS can

be predicted as Ci,j
P =

√

Ci,i
P Cj,j

P . Alternatively, if we
define the so-called cross-correlation coefficients ri,j as

Ci,j
P /
√

Ci,i
P Cj,j

P , any deviation from 1 when i ̸= j can
be interpreted as an indication of multiple source classes
contributing to the signal. In Fig. 11, we show the
cross-correlation coefficients corresponding to the best-
fit Ci,j

P for the data set obtained masking 2FGL sources
(left panel) and masking 3FGL sources (right panel).
In the former case, it is clear that the cross-correlation
coefficients of low-energy bins are systematically smaller
than 1, when correlated with high-energy bins. This is
in qualitative agreement with the findings of Ref. [15], in
which the auto-APS measured in Ref. [1] was explained
by the sum of two different populations of unresolved
blazars at low energies, while, above ∼10 GeV, the signal
was compatible with only one source class. Figs. 33 and
34 in Appendix D show, for each energy bin i, how the
cross-correlation coefficents ri,j depend on energy Ej .

9 Note that in some cases the best-fit CP is negative. However,
whenever that happens the estimated error is large and the
measurement is compatible with zero.

Fornasa et al., arXiv:1608.07289



Phenomenological interpretation

• One population (one single 
power-law) model does not fit 
the data well 

• Data prefer two population 
models (two power laws, with 
at least one of them broken) 

• Transition of power-law slope 
from 2.7 to 2.1 is seen 

• What are they? Can the data 
be entirely explained with 
the sources that we already 
know?
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FIG. 19. Anisotropy energy spectrum for the default data set masking the sources in 3FGL (red circles). The different lines
correspond to the best-fit models to the measured auto- and cross-APS with one or two populations of unresolved sources. The
solid magenta line and the solid blue one (left panel) are for one population emitting as a power law or as a broken power law,
respectively. The solid yellow line (right panel) is for two populations with power-law energy spectra. The solid green line (right
panel) shows the best-fit in the case of one population emitting as a power law and another as a broken power law. Finally,
the thicker solid black line (present in both panels) represents the case of two populations emitting as broken power laws. This
is the scenario that best fits the data. In this case, the contribution of the two components are shown as short-dashed and
long-dashed black lines.

TABLE III. Best-fit values for the parameters defining the populations assumed to describe the measured auto- and cross-APS.
See the text for the definition of the parameters. The normalizations (A, A1 and A2) are measured in cm−2s−1sr−1 and the
energy breaks (Eb, Eb,1 and Eb,2) are measured in GeV. Errors are given at 68% CL. The table also indicates the number of
degrees of freedom Ndof (i.e., the number of fitted data points minus the number of free parameters), the χ2 of the best-fit
solution, the χ2 of the best-fit point per degree of freedom and the corresponding p-value.

Ndof χ2 χ2/Ndof p-value
One power law

log10(A) α
−8.48+0.01

−0.01 2.29+0.02
−0.01 89 135.31 1.52 0.001

One broken power law
log10(A) α β Eb

−8.49+0.01
−0.01 2.26+0.02

−0.02 > 3.74 92.20+16.02
−16.66 87 118.57 1.36 0.010

at 68% CL
Two power laws

log10(A1) α1 log10(A2) α2

−8.52+0.03
−0.04 2.24+0.03

−0.05 −8.81+0.14
−0.22 3.27+0.78

−0.45 87 127.60 1.47 0.003
Two broken power laws

log10(A1) α1 β1 Eb,1 log10(A2) α2 β2 Eb,2

−8.58+0.04
−0.05 2.58+0.18

−0.12 > 3.49 3.26+1.05
−0.64 −8.64+0.04

−0.05 2.10+0.05
−0.05 > 3.86 84.65+10.28

−15.71 83 91.58 1.10 0.240
at 68% CL at 68% CL
One power law and one broken power law

log10(A1) α1 log10(A2) α2 β2 Eb,2

−8.56+0.06
−0.09 2.710.260.18 −8.68+0.10

−0.13 2.08+0.88
−0.45 >3.89 84.7910.6016.13 85 98.86 1.16 0.140

at 68% CL

VII. SIMULATING THE GAMMA-RAY
EMISSION INDUCED BY DARK MATTER

From this section onwards we focus our attention
on the DM-induced gamma-ray emission: we first
summarize how we simulate this component, and then

we analyze our mock gamma-ray sky maps by computing
their auto- and cross-APS. This will constitute our
prediction for the APS associated with DM that will
be compared to the measured auto- and cross-APS
presented in the previous sections.

The simulated DM signal needs to account for all DM

Fornasa et al., arXiv:1608.07289



Blazars as a dominant source of APS

• Rule of thumb: Poisson APS is 
dominated by brighter, less 
abundant sources

• Blazars are a very bright, low-
density gamma-ray source class, 
which are best studied with Fermi-
LAT 

• APS measurement in 2012 was 
well in consistent with blazar 
model alone (Ando et al. 2007) 

• Is this still the same for the new 
data? Can we learn blazar 
parameters?

Fermi-LAT, Astrophys. J. Suppl. Ser. 218, 23 (2015)
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Fig. 15.— Full sky map (top) and blow-up of the inner Galactic region (bottom) showing
sources by source class (see Table 6). All AGN classes are plotted with the same symbol for

simplicity.
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FIG. 3: Angular power spectrum of the CGB from unresolved
blazars expected from the EGRET data. Contributions from
Poisson term, CP

l , and the correlation term, CC
l with bB = 1

(bB = bQ(z)), are shown by the dotted and dashed (dot-
dashed) curves, respectively. The total contribution is shown
as the solid curve for bB = 1

FIG. 4: The same as Fig. 3 but for the CGB anisotropy ex-
pected from GLAST data.

Figs. 3 and 4. We find that these results are quite sim-
ilar to the case of bB = 1. This is because at low red-
shift, z ! 0.5, the quasar bias is close to 1, and the main
contribution to the CGB from blazars comes also from
relatively low-redshift range. Once again, we note that
the quasar bias [Eq. (21)] is significantly different from
the bias inferred from the X-ray AGN observation, which
indicated stronger clustering [53, 54, 55]. Therefore, one
should keep in mind that a wide range of the blazar bias,
possibly up to ∼ 5, is still allowed. Hereafter, we adopt
bB = 1 as our canonical model, and note that CC

l simply
scales as b2

B.

V. DISTINGUISHING DARK MATTER
ANNIHILATION AND BLAZARS

The main goal in this paper is to study how to dis-
tinguish CGB anisotropies from dark matter annihila-
tion and from blazars. The current uncertainty in the
blazar bias would be the source of systematic errors, but
this can be reduced significantly by several approaches,
such as the upgraded and converged bias estimations of
AGNs from the other wavebands, direct measurement
of the blazar bias from the detected point sources by
GLAST [46], and the CGB anisotropy at different ener-
gies where the contribution from dark matter annihila-
tion is likely to be small.

A. Formulation for the two-component case

The total CGB intensity is the sum of dark matter
annihilation and blazars:

ICGB(E, n̂) = IB(E, n̂) + ID(E, n̂), (22)

⟨ICGB(E)⟩ = ⟨IB(E)⟩ + ⟨ID(E)⟩, (23)

where the subscripts B and D denote blazar and dark
matter components, respectively. The expansion coeffi-
cients of the spherical harmonics are given by

aCGB
lm =

∫

dΩn̂

ICGB(E, n̂) − ⟨ICGB(E)⟩

⟨ICGB(E)⟩
Y ∗

lm(n̂)

=

∫

dΩn̂

δIB(E, n̂) + δID(E, n̂)

⟨ICGB(E)⟩
Y ∗

lm(n̂)

≡ fBaB
lm + fDaD

lm, (24)

where δIB,D ≡ IB,D − ⟨IB,D⟩, fB,D ≡ ⟨IB,D⟩/⟨ICGB⟩.
These fB and fD are the fraction of contribution from the
blazars and dark matter annihilation to the total CGB
flux, and we have the relation fB + fD = 1. There-
fore, aB,D

lm is defined as the coefficient of the spherical
harmonic expansion if each component is the only con-
stituent of the CGB flux, the same definition as in the
previous sections or of AK06. The total angular power
spectrum, CCGB

l = ⟨|aCGB
lm |2⟩, is therefore written as

CCGB
l = f2

BCl,B + f2
DCl,D + 2fBfDCl,BD, (25)

Ando et al., Phys. Rev. D 75, 063519 (2007)



Gamma-ray luminosity function
• Gamma-ray luminosity function: 

number density of a source (i.e., 
blazar) per unit luminosity range 
Φ = dn/dL 

• It is typically modelled as a 
broken power law 

• Pure luminosity evolution (PLE): 
Only L* evolves with redshift z 

• Pure density evolution (PDE): 
Only Φ* evolves with z 

• Luminosity-dependent 
density evolution (LDDE): 
both L* and Φ* evolve with z

L*

Φ*



Procedure: Parameters to constrain
• Four free parameters (as from Ajello et 

al. 2015): 

• Overall normalization A 

• Low-luminosity power-law slope γ1 

• Break luminosity L* at z = 0 

• High-redshift power-law slope p2* 

• Everything else is fixed to median of 
Ajello et al. (2015) 

• Energy spectrum depends on 
luminosity (the less luminous, the 
harder); taking into account both 
FSRQs and BL Lacs

L*

Φ*
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Test run: Fitting the flux distribution dN/dF

• Fitting 24 data points on 
dN/dF of all detected 
blazars in 1FGL 

• Consistent with results by 
Ajello et al. (2015) 

• But they are weaker, as 
Ajello et al. (2015) fit both 
luminosity and redshift 
distributions 

• Weak constraint on p2* 

• Cannot exclude positive 
evolution at high-z (z > 1)
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Fitting both dN/dF and CP 
• Additional 91 data points of 

CP: 

• Both auto- and cross-
correlations among maps 
at 13 energy bins 
[13*(13+1)/2 = 91] 

• All the parameters are 
shifted quite significantly 

• Implication: dN/dF and CP 
data are incompatible 
under blazar-only 
interpretation 

• p2* is clearly preferred to be 
positive!! (in tension with 
redshift distribution of 
blazars)

Prel
im

inary



Resulting CP and EGRB spectrum

• Even the best-fit model of 
both dN/dF and CP data 
does not provide good fit to 
CP spectrum 

• χ2/dof = 166.25/111 

• It clearly under-predicts 
data below 1 GeV 

• Predicted blazar 
contribution to the EGRB 
spectrum is always 
subdominant 

• This suggests a missing 
component at low-energy 
region (NEW!!)
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FIG. 7. The black crosses indicate the intensity energy spectrum of the IGRB, as measured in Ref. [29]. The black dots
correspond to the predicted energy spectrum of unresolved blazars computed with Eq. 10 when parameters A, γ1, L⋆ and p⋆2
are fixed to their best-fit values in the case of a scan that only fits the source count distribution dN/dF (see Sec. IVA). The
black and grey error bands indicate the 68% and 95% CL interval, in each energy bin. The red triangles mark the predicted
emission of unresolved blazars (as a function of energy) for the best-fit solution when the new APS measurement is included
in the fit (see Sec.IVB), while the blue squares is the blazars’ energy spectrum when we fit both dN/dF and the new APS
measurement but we add a new source population in the model (see Sec. IVC). In both cases, the 68% (95%) CL bands are
plotted by a darker (lighter) colour. Note that, in some cases, the error bands are not visible due to the size of the marker.

power-law in F with slope βnew. For each value of βnew,724

it is possible to correctly normalize dNnew/dF so that it725

predicts our best-fit C0,0
P . In this way, for each value of726

βnew, one can reconstruct dNnew/dF and estimate how727

many sourcesNnew from the new population are expected728

above the sensitivity threshold of 3FGL.729

coverage for dN/dF730

flux cut depends on Gamma731

masking 2FGL or 3FGL excludes resolved sources.732

Is this the same cut accounted for by taking the sky733

coverage from the plots in the AGN catalogs?734

different exposure for intensity ES and APS.735
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FIG. 3. Same as in Fig. 2 but the auto- and cross-correlation APS data considered in the scans are for the 3FGL mask.
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FIG. 4. The black crosses indicate the auto-correlation APS as a function of energy, as measured in Ref. [30], using the 2FGL
mask (left panel) and the 3FGL one (right panel). The black dots correspond to the auto-correlation APS computed with
Eq. 11 when parameters A, γ1, L⋆ and p⋆2 are fixed to their best-fit values in the case of a scan that only fits the source count
distribution dN/dF (see Sec. IVA). The black and grey error bands indicate the 68% and 95% CL interval, in each energy bin.
The red triangles mark the predicted auto-correlation APS for the best-fit solution when the new APS measurement is included
in the fit (see Sec.IVB), while the blue squares is the total APS when we fit both dN/dF and the new APS measurement but
we add a new source population in the model (see Sec. IVC). In both cases, the 68% (95%) CL bands are plotted by a darker
(lighter) colour. Note that, in some cases, the error bands are not visible due to the size of the marker.Prel
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• Assume a single-power law 
energy spectrum 

• Two additional free parameters: 

• Normalisation of CP at the 
lowest energy bin 

• Spectral index Γnew 

• This recovers original 
parameters of Ajello et al. (2015), 
strengthening the constraints 

• The new source has to be soft: 
Γnew ~ 2.7 

• Fits improve to χ2/dof = 
121.33/109 = 1.11 (p-value: 
0.14)

Adding a new source population

Prel
im

inary



Two-dimensional contours
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FIG. 3. Same as in Fig. 2 but the auto- and cross-APS data considered in the scans are for the 3FGL mask.
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FIG. 4. The black crosses indicate the auto-correlation APS as a function of energy, as measured in Ref. [30], using the 2FGL
mask (left panel) and the 3FGL one (right panel). The black dots correspond to the auto-correlation APS computed with
Eq. 11 when parameters A, γ1, L⋆ and p⋆2 are fixed to their best-fit values in the case of a scan that only fits the source count
distribution dN/dF (see Sec. IVA). The black and grey error bands indicate the 68% and 95% CL interval, in each energy bin.
The red triangles mark the predicted auto-correlation APS for the best-fit solution when the new APS measurement is included
in the fit (see Sec.IVB), while the blue squares is the total APS when we fit both dN/dF and the new APS measurement but
we add a new source population in the model (see Sec. IVC). In both cases, the 68% (95%) CL bands are plotted by a darker
(lighter) colour. Note that, in some cases, the error bands are not visible due to the size of the marker.
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FIG. 5. Upper left: The 1-dimensional PL of parameter C0,0

P
for a scan in which we fit the source count distribution dN/dS

and the auto- and cross-correlation from Ref. [30] and we include an additional population of sources. The red (blue) line
corresponds to the case where the 2FGL (3FGL) mask is used. The best-fit value is marked by the red triangle and by the
blue one, for the 2FGL and 3FGL mask, respectively. The corresponding 68% and 95% CL regions are denoted by the red
(blue) horizontal line and by the pink (light blue) one, for the 2FGL (3FGL) mask. Upper right: The same as in the upper left
panel but for parameter Γnew. Lower left: 2-dimensional PL in the (C0,0

P
,Γnew) for the same scan as in the upper panel and

the 2FGL mask. The best-fit solution of the scan is marked by the black dot and the inner (outer) blue areas denote the 68%
and 95% CL regions. Lower right: Same as in the lower left panel but for the APS data obtained with the 3FGL mask.

.

The best-fit solution is marked by the red and blue493

triangles, embedded in the red and blue (pink and light494

blue) horizontal error bars, which denote the 68% and495

95% CL regions. The best-fit solution is also plotted as496

a black dots in Figs. 2 and 3. The dark blue (light blue)497

area in Fig. 2 indicate the 68% (95%) CL region for the498

scan performed assuming the 2FGL mask, while the dark499

green (light green) area in Fig. 3 is the 68% (95%) CL500

region in the case of the 3FGL mask. In both figures, the501

new best fits (black dots) are included in the 95% CL area502

of the scan performed fitting only dN/dF (outer empty503

contour). However, the 68% and 95% CL regions are now504

much smaller than in the case discussed in Sec. IVA. In505

particular, in Fig. 2, the region with large values of L⋆506

and of γ1 and that with large values of p⋆2 are now outside507

the light blue contours. Those are precisely the solutions508

preferred by the scans in Sec. IVB in which the scan509

tries to find a compromise between the dN/dF and the510

Open: dN/dF for blazars only 
Filled: dN/dF and CP for blazars and a new source population

Preliminary



What are the sources? Star-forming galaxies?

• There are other known 
populations that contribute to 
EGRB 

• Star-forming galaxies 

• Radio galaxies (misaligned 
AGNs) 

• Soft spectrum (E−2.7) suggests 
towards the former 

• But CP must be significantly 
smaller (by about 3 orders of 
magnitude; e.g., Ando & 
Pavlidou 2009, Tamborra et al. 
2014)
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FIG. 7. The black crosses indicate the intensity energy spectrum of the IGRB, as measured in Ref. [29]. The black dots
correspond to the predicted energy spectrum of unresolved blazars computed with Eq. 10 when parameters A, γ1, L⋆ and p⋆2
are fixed to their best-fit values in the case of a scan that only fits the source count distribution dN/dF (see Sec. IVA). The
black and grey error bands indicate the 68% and 95% CL interval, in each energy bin. The red triangles mark the predicted
emission of unresolved blazars (as a function of energy) for the best-fit solution when the new APS measurement is included
in the fit (see Sec.IVB), while the blue squares is the blazars’ energy spectrum when we fit both dN/dF and the new APS
measurement but we add a new source population in the model (see Sec. IVC). In both cases, the 68% (95%) CL bands are
plotted by a darker (lighter) colour. Note that, in some cases, the error bands are not visible due to the size of the marker.

on the new population of gamma-ray emitters, its best-724

fit value of C0,0
P is different when comparing the scans725

performed with different masks. Note, however, that726

C0,0
P is not a physically-motivated model and it simply727

controls the intensity of the auto-correlation APS in the728

first energy bin, i.e. something that we expect to change729

employing different masks. A more physical quantity to730

compare would be the normalization of the source count731

distribution dNnew/dF for the new population of sources.732

Assuming that the new gamma-ray emitters are point-733

like and unclustered, their best-fit C0,0
P can be related to734

the integral of their source count distribution dNnew/dF735

times F 28. A reasonable ansatz for dNnew/dF would736

be a power-law in F with slope βnew, i.e. dNnew/dF ∝737

F−βnew . For each value of βnew, it is possible to correctly738

normalize dNnew/dF so that it predicts our best-fit C0,0
P .739

In this way, for each value of βnew, one can reconstruct740

dNnew/dF . The best-fit values of C0,0
P for the scans with741

the 2FGL and 3FGL masks indicate that the two inferred742

dNnew/dF are compatible with each other at the 2σ level.743

Again, this is an important confirmation of the strength744

of our results.745

Modelling the source count distribution dNnew/dF of746

the new sources so that it reproduces our best-fit C0,0
P747

also allows us to estimate the number of new sources748

8 As in Eq. 11, the integral is performed below the sensitivity
threshold of a certain catalog, taken from Fig. 15 of Ref. [36]
in the case of 2FGL and from Fig. 9 of Ref. [39] for 3FGL. The
assumed value for the a spectral index (in energy) is the best-fit
value obtained from the corresponding scan.

FIG. 8.

Nnew expected above the sensitivity threshold of 3FGL.749

We find that βnew has be larger than 2.1 not to over-750

produce the number of unassociated sources in the 3FGL751

catalog, i.e. 1010 [1]. One can also employ the inferred752

dNnew/dF to predict the intensity expected from the753

new population of sources. This can be obtained by754

integrating dNnew/dF times F , between a certain lower755

limit Fmin and the sensitivity threshold marking the756

transition between resolved and unresolved sources. The757

value of Fmin may be larger than zero otherwise, for758
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FIG. 3. Same as in Fig. 2 but the auto- and cross-correlation APS data considered in the scans are for the 3FGL mask.
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FIG. 4. The black crosses indicate the auto-correlation APS as a function of energy, as measured in Ref. [30], using the 2FGL
mask (left panel) and the 3FGL one (right panel). The black dots correspond to the auto-correlation APS computed with
Eq. 11 when parameters A, γ1, L⋆ and p⋆2 are fixed to their best-fit values in the case of a scan that only fits the source count
distribution dN/dF (see Sec. IVA). The black and grey error bands indicate the 68% and 95% CL interval, in each energy bin.
The red triangles mark the predicted auto-correlation APS for the best-fit solution when the new APS measurement is included
in the fit (see Sec.IVB), while the blue squares is the total APS when we fit both dN/dF and the new APS measurement but
we add a new source population in the model (see Sec. IVC). In both cases, the 68% (95%) CL bands are plotted by a darker
(lighter) colour. Note that, in some cases, the error bands are not visible due to the size of the marker.Prel
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What are the sources? Fermi unassociated sources?

• About 1000 sources 
detected with Fermi-LAT are 
unassociated 

• They satisfy the rule of 
thumb: bright and rare

• As long as the flux 
distribution of the source is 
softer than F−2.1, the number 
density is below that of 
unassociated sources 

• EGRB contribution can still 
be subdominant even at low 
energies

Fermi unassociated sources 
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Conclusions
• Blazars are believed to be the dominant source in the gamma-ray 

anisotropies 

• Our study, however, shows that the blazars alone cannot explain 
both the latest APS and flux distribution at the same time 

• It appears to call for another source population with a relatively 
soft energy spectrum, E−2.7 

• Star-forming galaxies are just too many; it might be related to a 
fraction of Fermi unassociated sources

• Consistent answers are obtained for 3FGL and 2FGL maskings 

• All results are preliminary yet; further checks under way


