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the way to new energy…
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Attractions: 
• unlimited fuel
• no CO2 or air pollution
• intrinsic safety
• no radioactive ash or long-lived nuclear waste, 
• cost will be reasonable if we can get it to work 

reliably

Disadvantages: 
not yet available

walls gets activated (but could recycle after 100 
years)
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The idea for ITER originated from the Geneva Superpower 
Summit in 1985 where Presidents Gorbachev and Reagan 
proposed international effort to develop fusion energy…

…“as an inexhaustible source of energy for the benefit of 
mankind”.

“For the benefit of mankind ”

China, Europe, India, 
Japan, Korea, Russian 
Federation and the 
United States of 
America signed the 
ITER Agreement on 21 
November 2006 in the 
Elysee Palace, Paris 
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The ITER Domestic Agencies are responsible for 
implementing the procurement activities under 
each Member’s responsibility

*

European 

Union

CN

IN

RF

KO

JP

US
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Main Sources of Risk at ITER
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Sources of Risk at ITER
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[11]

Superconducting Magnets
Interaction of strong 

magnetic fields
5T and up to 17 MA plasma
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Sources of Risk at ITER
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[11]

Plasma Heating & FuellingSystems
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Sources of Risk at ITER
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[11]

The Plasma
• Energy, Temperature – Internal Components
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Sources of Risk at ITER
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[11]

Plasma Disruptions
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Sources of Risk at ITER
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[11]

Vacuum, Cryogenic and Cooling Water  Systems
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Sources of Risk at ITER
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[11]

Remote Handling
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ITER Procurement Strategy
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[11][11]

A unique feature of ITER is that almost all of the machine will be 
constructed through in kind procurement from the Members
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In-fund and in-kind procurement
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[11]
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Interlocks at ITER
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Interlocks at ITER
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[11]

Interlocks are the instrumented functions of ITER that protect the 
machine against failures of the plant system components or 

incorrect machine operation. 

Future fusion power plants will be only possible if ITER proves that 
the reactor and associated systems can run long plasma discharges 

reliably.

Consequences

The ITER interlocks shall:

1. Protect the tokamak integrity

2. Maximize scientific operation time

3. Anticipate and test interlock solutions for future industrial fusion reactors
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ITER Defense-in-depth Approach
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[11]

Plant Systems

Plant System I&C PCS

Interlocks

Safety

Regulation & 

Control

Plasma 

Control

Interlock

Functions

PCS loss of 

control

Change 

plasma 

sequence

Permit / 

Inhibit 

Safety

Functions

The Interlock Control System ensures that no failure of the 
conventional ITER controls can lead to a serious damage of 

the machine integrity or availability.
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Central Interlocks: Plant Systems
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The CIS
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#19 #100 #8
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ICS – Complex architecture
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Domestic Agencies
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[11]
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Fast Machine Protection
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PIS Controllers
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Siemens S7-400-FH NI Compact RIO

Integrity Performance Availability Technical Solution Configuration

Up to 3IL-3 > 100ms Standard Siemens S7-400-F Standard PIS

Up to 3IL-3 > 100ms High Availability Siemens S7-400-FH Fully Fault-Tolerance

Up to 3IL-3* < 100ms ??? ??? ???

Single CPU Fully Fault-Tolerance

CPU + 2 CP Red CPU + CP

Double Decker 

If the mitigation of the event
requires an active coordination
of the actions.

No COTS meets the 
requirements
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Requirements
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Some central interlock functions require a response time which 
cannot be implemented by the chosen PLC architecture. 

Fast Local functions

Standardized architecture
Standard sensors
Custom electronics

Central functions
Flexible solution
Fiber Optics Comm.

 Response time below 1ms

 Availability (99.9%) 
 reliability (99,6% in 16h)
 Integrity level up to PFH < 10-7

 Fail-safe solution 
 Harsh environment

Central Interlock System

Fast Architecture

CIS Module

PBS 18: Fuelling & Wall 

Conditioning System

1x Fast Controller

PBS 51: ICH & CD System

1x Fast Controller

PBS 52: ECH & CD System

1x Fast Controller

PBS 53: NB Heating & CD System

1x Fast Controller

Plant Interlock Systems

Fast architecture

PBS 55: Diagnostics

2x Fast Controllers

PBS 45: CODAC (PCS)

1x Fast Controller

Hardwired Connection (MC)

PBS 41: Coil Power Supply

3x Fast Controllers
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Fast Interlock Controller
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• Highly reliable and available 

• Facilitate redundancy 

• Magnetic and radiation environments. 

• Requires different kinds of I/O :

- 24 V digital signal 

- Accessible from the same FPGA

• Reaction time doesn’t require 

extremely fast FPGA loops

NI Compact RIO
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Integrity
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Hardware  Integrity Architecture

Safe Detected Dangerous Detected

Safe Undetected Dangerous Undetected

Total Failure rate λ

SFF = 1 -
λDU

λTOTAL

IEC 61508 Part 2 Table 3

Architectural constrains on 

“complex” devices

IEC 61508 
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PFH Calculation
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Failure Mode, Effects, and Diagnostics Analysis 
(FMEDA)

Classifies each failure mode discovered as: 
• Dangerous or Safe
• Detectable or Undetectable.

Determine
• Safe Failure Fraction
• Diagnostics Coverage
• Probability of Failure per Hour
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Fast Controller Solution
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Fast PIS – FPGA core application
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Inter-chassis Communication

33

• SPI communication
• 64 data frame
• Status:

• Inputs
• Outputs 
• Voter 
• Diagnostics 

• Integrity measures:
• Consecutive number
• CRC 16 bits 
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Fast PIS – Labview Code
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https://svnpub.iter.org/codac/iter/c
odac/dev/units/m-cis-pisfc

https://svnpub.iter.org/codac/iter/codac/dev/units/m-cis-pisfc
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Fast PIS – PC Host
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The interlock critical data of the F-PIS or F-CIS 
module will be transmitted via hardwire links.

The interlock non-critical data (diagnostics) and 
the communication with both interlock desk and 
engineering workstation would be done using 
ethernet CIN-P connected to an attached Fast 
Controller Server.

The server will be also used to send all the field 
data to CODAC (e.g. via PON)

The time synchronization for the fast controller 
will used the TCN

FMEDA Analysis for the 2oo3SD Double Decker Diagnostic and Improvement of the Safe 

Failure Fraction Figures (SFF) (N62LS6) 

Reference Documentation:

https://user.iter.org/?uid=N62LS6
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Fast PIS – Features
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Conf. Inputs Outputs PFH SIL  consump.
(IEC 61508)

SFF Response Time 
(min / MAX)

A 3x AI 2x 24V 1.324 E-8 13.2% of SIL 3 85.47 % 41 / 89 µs

B 3x 24V 2x 24V 1.322 E-8 13.2% of SIL 3 85.47 % 143 / 643 µs

C 3x TTL 2x TTL 1.597 E-8 16% of SIL 3 85.47 % 5 / 20 µs

Note: the requirement for SIL-3 according to IEC 61508 is SFF>90%, 

There is no SIL-3 COTS with a response time below 1 ms

Generic fast PIS controller solution:
- Hardware configuration according to IEC 61508

- Reliability and integrity figures available
- PFH calculation tool available for integrity

- Software preconfigured and tested
Additional configuration can be defined and tested if requested

- Integration with the central system
- Critical signal: FPGA to FPGA, using Manchester coding via fiber optic
- Non critical communication with CIS and CODAC via a PC HOST – OPC UA 
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PIS Controllers
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Siemens S7-400-FH NI Compact RIO

Integrity Performance Availability Technical Solution Configuration

Up to 3IL-3 > 100ms Standard Siemens S7-400-F Standard PIS

Up to 3IL-3 > 100ms High Availability Siemens S7-400-FH Fully Fault-Tolerance

PFH <10-7 < 100ms Standard NI Compact Rio Double Decker

Single CPU Fully Fault-Tolerance

CPU + 2 CP Red CPU + CP

Double Decker 

If the mitigation of the event
requires an active coordination
of the actions.
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Fast interlock for SC circuits
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Central Fast Controller
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Fast Architecture

40

Central Functions: Hardwired connections using CIN-P infrastructure

MC transmission time (2 times of 
encoding, 2 times of decoding)

25.6 µs

Time delay of FO cable ( Distance = 1 
Km, Round trip )

9.8 µs

Time delay of FO converters (2 for 
path from PIS to CIS, 2 for path from 

CIS to PIS) 

0.28 µs

Time to process input/output and 
Diagnostics  

5 µs ~ 55 µs

Response time 40.68 µs ~ 90.68 µs
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Fast ICS architecture

41
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Central Function Communication - MC
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• Manchester Code  communication
• 96 bit for Inter-chassis  comm

• Standard frame for plant systems:
• 64 bits data frame

• Media Converter TTL – FO 
• MTBF 185529 hours

Analogue Value Communication Digital  Value Communication
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PPM - FPGA core application
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Conclusions and Outlook
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 The project launched in January 2013 has so far produced a PIS controller design over 
the base of the National Instrument’s cRIO with the required capabilities:

• Availability (99.9%) and reliability (99,6%)

• Integrity level up to PFH < 10-7

• Fail-safe solution (deterministic state in case of internal error)

• Response time of 100µs

 First real applications:

• Fast interlock for the superconducting coil power supplies (FAT of the Correction 
Coils Master Controller in December 2015 and for the poloidal field coils, central 
solenoid and toroidal field coils power converters during 2016)

• CIS v1



CERN

ITER - Interlocks NI Big Physics Summit February 2016 

ITER
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Thank you...
@ITERinterlocks
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Fast PIS – Software Architecture
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Fast-PIS Development Cycle
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Several development tools are involved into the development of fast CIS runtime 
Application:
• LabVIEW for FPGA is used to develop and compile the FPGA code  
• The OPC UA driver and the DMA FIFO for the data exchange between the FPGA and 

Win CC OA are configured under Linux environment with the necessary tools. 
• Win CC OA is used to implement the archiving and monitoring of the CIS Fast 

controller from CIS Desk
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Fast PIS Hardware Architecture
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Generic fast PIS controller solution:

Double-Decker System

The 2oo3 Double Decker architecture showed the best overall 
performance in terms of availability and reliability. The voter is 
implemented in the FPGA; hence it does not require en external voter 
unit and thus enables capabilities that can provide a higher level of safety. 
The two chassis allow for a diagnostic strategy that will increase the SFF. 
Also, this solution can be adapted as a F-CIS module solution.

Compact Rio Modules for Fast Interlock Controllers

Description Reference

NI 9159, 14-slot CompactRIO Chassis, LX 110 FPGA, MXIe 781315-01

NI 9205 32-Ch ±200 mV to ±10 V, 16-Bit, 250 kS/s AI Module 779357-01

NI 9264 16-Ch ±10 V, 16-Bit, 25 kS/s Analog Output Module 780927-01

NI 9477 32-Ch 24 V, 8 μs, Sinking DO Module 779517-01

NI 9425 32-Ch 24 V, 7 μs, Sinking DI Module 779139-01

NI 9476 32-Ch 24 V, 500 μs, Sourcing DO Module 779140-01

NI 9426 32-Ch 24 V, 7 μs, Sourcing DI Module 780030-01

NI 9401 8-Ch, 5 V/TTL High-Speed Bidirectional Digital I/O Module 779351-01
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Prototypes
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Development 
computer Double decker

Software tools

LabVIEW
And LabVIEW FPGA

Plant 

FPIS

PPM Inter-chassis Communication


