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Preface1

The High-Luminosity High Luminosity LHC (HL-LHC) project [1] is planned to begin collisions in the2

second half of 2026 and to integrate 3000 fb�1 to ATLAS [2, 3] after ten years of running. The3

current project schedule, defined in the CERN Mid-Term Plan (2016-2020), and presented at the4

76th Council session [4] in June 2015 is shown schematically in Fig. 1 (from Ref. [5]).5

Figure 1. High Luminosity LHC plan beyond 2015 [5] as in the MTP 2016-2020

The TDAQ system is the central place where all signals and data coming from each sub-detector6

front-end electronic system will be integrated in an uniform way. The HL-LHC upgrade of the TDAQ7

system has planned an Initial Design Review (IDR) and a kick-off meeting of the upgrade program8

in Q1-2016. A Technical Design Report (TDR) is expected by end of 2017.9

After the TDAQ TDR, the upgrade components will develop preliminary designs and prepare10

Preliminary Design Reviews (PDRs) in 2019-2020. Upon successful completion of each PDR the11

first prototype devices will be built. The Final Design Reviews (FDRs) will follow in 2020-2022,12

after successfully construction of prototypes. When the FDR is completed successfully, the first13

module that will be able to be used in the experiment will be produced. Finally, a set of Production14

Readiness Reviews (PRRs) in 2021-2023 is scheduled to authorise the production of the modules15

and/or system for final construction.16

In order to allow the TDAQ system components, and the readout electronics of the ATLAS17

detector sub-systems to advance their design toward the preparation of the TDR documents, it is18

essential to define at an early stage the interfaces between detector’s readout and TDAQ. Interface19

requirements and specifications need to be developed to implement readout functionalities in the20

front-end electronics, and in particular in Application Specific Integrated Circuits (ASICs), whose21

development cycles are rather a long and complex process, with early prototype designs planning22

submission for fabrication as early as beginning 2016.23

This document describes the functional partitioning of the overall TDAQ system and specifies the24

interfaces between the front-end electronics, the trigger, DAQ and DCS in the HL-LHC conditions.25

While the final implementation of several TDAQ upgrade components (e.g. TTC protocols) is not26

known as of today, nor can’t be defined nor finalized, the purpose of this document is to provide the27

detector sub-systems a common framework where to include their requirements, and “encapsulate”28

safely their design and developments.29

There are two important considerations that drive this document and the need to release it30

iii



Motivation

W, Z and H bosons, top quarks produced by pp collisions
Used in precision measurements and beyond the SM searches

The higher the energy the more the boost!

non-isolated leptons
overlapping jets that contain substructure from 
the decay of SM particles
Bottom quarks that merge with nearby jets

boosted topologies



Challenges at High Luminosity

Pileup is major challenge
extra energy 
degraded jet and ETmiss resolution due to 
event-by-event and local fluctuations 
additional jets

Challenges at High Luminosity
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1 Introduction

Jets are the dominant final state objects of high-energy proton-proton (pp) interactions at the Large
Hadron Collider (LHC) at CERN. They are key ingredients for many physics measurements and for
searches for new phenomena. Jets are observed as groups of topologically-related energy deposits in
the ATLAS [1] calorimeters, most of which are associated with tracks of charged particles as measured
in the inner detector. They are reconstructed with the anti-kt [2] or Cambridge/Aachen [3, 4] algorithm
and calibrated using a combination of methods based on Monte Carlo (MC) simulation and data-driven
techniques. All relevant details of the jet reconstruction in ATLAS can be found in Ref. [5].

In 2012, ATLAS collected signals from pp collisions at a center-of-mass energy of
p

s = 8 TeV, with
total statistics corresponding to approximately 20 fb�1 of integrated luminosity. Such a large data set is
essential for analyses searching for evidence of new phenomena, as well as for precision measurements
of the Standard Model. However, with increased luminosity the beam conditions in 2012 were more
challenging than in 2011. The mean number of inelastic pp interactions per bunch crossing, hµi, is
related to the instantaneous luminosity, L:

hµi = L ⇥ �inel.

Nbunch ⇥ fLHC
, (1)

where �inel. is the total inelastic pp cross-section and Nbunch ⇥ fLHC is the average frequency of bunch
crossings in the LHC [6]. The instantaneous luminosity in 2012 reached values as high as 7.7⇥1033 cm�2 s�1,
and the average pile-up activity in 2012 was hµi ⇡ 20.7 interactions per bunch crossing. The presence
of additional interactions in the same bunch crossing as the triggered event (in-time pile-up) produced
additional signals in the ATLAS calorimeters, while the LHC bunch spacing of 50 ns allowed for further
signal modulation from multiple interactions in surrounding bunch crossings to which the calorimeter is
sensitive (out-of-time pile-up).

Reconstruction and calibration of jets from calorimeter signals are particularly sensitive to the ef-
fects of pile-up, due mainly to the fact that the particles associated with a jet tend to extend across a wide
area of the detector. The larger the area, the more likely it becomes that particles from pile-up interac-
tions overlap with the jet and a↵ect the reconstructed jet kinematics. Furthermore, pile-up contributes
additional jets to any event, both genuine QCD particle jets from individual additional interactions and
stochastic fluctuations of soft activity from several interactions.

The first part of this note describes the implementation in ATLAS of a method to directly estimate
event-by-event pile-up activity and jet-by-jet pile-up sensitivity, originally proposed in Ref. [7]. These
estimates allow for an improved pile-up subtraction technique, in which the four momentum of the jet is
corrected for event-by-event fluctuations in pile-up, and where jet-by-jet variations in pile-up sensitivity
are automatically accommodated. The performance of this pile-up correction is assessed, in comparison
to a previous pile-up correction based on the number of reconstructed primary vertices and the instan-
taneous luminosity [8]. As before, the new correction is the first of several steps in the standard jet
calibration chain in ATLAS.

The second part of this note describes the use of tracks to associate jets to the hard-scatter interaction.
By matching tracks to jets, one obtains a measure of the fraction of the jet energy associated with a
particular primary vertex: the jet vertex fraction (JVF). JVF is the fraction of summed track pT for all
tracks matched to a given jet and associated with the primary vertex, relative to the total summed pT for
all tracks matched to the jet (see Section 7). A cut on JVF can be used to reject spurious calorimeter jets
resulting from local fluctuations in pile-up activity, as well as real QCD jets originating from single pile-
up interactions, resulting in improved stability of the reconstructed jet multiplicity against pile-up. The
performance of three JVF cut values is assessed, and associated systematic uncertainties are presented
based on comparisons between data and Monte Carlo simulation.

1

mean number of inelastic pp 
interactions  per bunch crossings

σ= total inelastic pp xsec 
f: average frequency of bunch crossings



Challenges at High Luminosity

Identification of events with jet substructure
current trigger insufficient for jets with significant substructure!
large-R jet acceptance in HLT restricted due to L1 requirements 
L1 trigger designed for narrow jets in Runs 1 and 2
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Figure 9: Jet mass for leading pT anti-kt trimmed jets with R = 1.0 for pT > 200 GeV (top row),
pT > 350 GeV (middle row) and pT > 500 GeV (bottom row), in simulated tt̄ events with a contained
boosted top at the truth level (all three daughter quarks qi satisfy �R(qi, t) <1.0). The left column shows
the four subjet categories stacked, while the right column overlays these categories.

component of the jet area which is evaluated using ghost association [46]. The median pT density is

12

TopW/Z
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Motivation: L1Jet Trigger Acceptance
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Figure 1: Illustration of the three (out of more than 1500) shower histories with the largest signal prob-
abilities for a simulated large-R jet from a top quark produced in a Z0!tt decay with mZ0 = 1.75 TeV.
On the left panels are event displays showing the subjets used by the algorithm. Subjets of a particu-
lar category have the same fill colour and their extent represents the subjet active catchment area [12].
Jet constituents are shown as black dots. On the right panels are the corresponding shower histories.
The hard scatter is indicated as the (red) star. Initial-state emissions are indicated by diamonds. Parton
emissions are indicated by filled circles. Coloured straight lines represent the colour flow.
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objects limited by RoI size

Consider two jets with equal pT:
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A 2.0×2.0 RoI would have
comparable efficiency for both.
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Phase I L1 Calorimeter Upgrade
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1 Introduction

1.1 Overview

The Global Feature Extractor (gFEX) of the L1Calo trigger system is one of several modules designed as20

part of the Phase-I upgrade [1] to maintain trigger acceptance against increasing LHC luminosity. It was

described in the TDAQ Phase-I upgrade TDR [2] as a complementary option to the baseline eFEX [3]

and jFEX [4] subsystems. The TDAQ proposal to promote the gFEX to the baseline [5] was approved

by the ATLAS Executive Board in June 2014. The gFEX will be installed during LS2 for operation in

LHC Run 3 and will be part of L0Calo beginning in Run 4.25

This is the specification for the prototype gFEX which is intended to exhibit the full functionality of

the final board plus additional functionality for testing purposes. Lessons learned from the production of

the prototype and its firmware implementation, along with results from the overall Calorimeter–L1Calo

integration test (Q4 2015), will be incorporated into the design of the pre-production version of the gFEX.

1.2 Run 3 System30

L1Calo has several major subsystems in Run 3 that were installed prior to LS2 (Fig. 1):

• the Cluster Processor System (CP) comprising Cluster Processor Modules (CPMs) [6] and Com-

mon Merger Extended Modules (CMXs) [7];

• the Jet/Energy Processor (JEP) comprising Jet/Energy Modules (JEMs) [8] and CMXs; and

• the Preprocessor [9].35

Electrons and taus are identified in the CPM while jets and Emiss
T are measured in the JEM. Three addi-

tional feature identification systems will be installed during LS2: the eFEX [3], jFEX [4], and gFEX. The

eFEX and jFEX provide similar functionality to the CPM and JEM, respectively, albeit with finer granu-

larity and more advanced algorithms. Each system consists of multiple modules that operate on limited

regions of the calorimeter. The gFEX, in contrast, has the entire calorimeter available in a single module40

and thus enables the use of full-scan algorithms. The eFEX and jFEX include Hub modules [10] with
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Figure 1 The L1Calo system following completion of the Phase-I upgrade. The new elements include
the PPM, Optical Plant, Hub, ROD, and the three Feature Extractors: Electron, Jet, and
Global.

L1 Calorimeter during Run 3
new LAr calorimeter trigger electronics 
new Feature Extractors for electrons/taus, jets and large (boosted) objects 

gFEX



global Feature Extractor (gFEX)

Entire calorimeter on a single module!
receives ΔηxΔφ=0.2x0.2 calorimeter towers

Identifies events with large-radius jets
improves acceptance for boosted objects
jet-level pile-up subtraction
can reject QCD jets compared to EW jets
subjet multiplicity 
substructure variables

http://arxiv.org/abs/1310.7584
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Figure 8 Illustration of FPGA connections for the prototype v2 gFEX module with the Zynq
System-on-Chip (SoC).

Table 6 Zynq SoC Multi-Gigabit Transceiver (MGT) connections for the prototype v2 gFEX
module.

GTX
Tx Rx Connection Purpose

1 1 FELIX TTC & busy
3 0 FELIX TOB & towers readout
0 3 FELIX spare

3⇥ 1 3⇥ 1 pFPGA serial communications
0 3⇥ 2 pFPGA TOB readout
0 3⇥ 1 pFPGA towers readout

3⇥ 3 0 pFPGA spare

16 16 Total 16 GTX

Chapter III: Interfaces Page 38 of 113

Calculates global event 
variables
ETmiss, centrality..
jets-without-jets observables



gFEX prototypes

1 Virtex-7 FPGA
Zynq SoC
board infrastructure
test components, interfaces, routing

3 Virtex-Ultrascale FPGA
Zynq SoC
board layout 100% ready 
submitted for manufacture

Prototype v1.b Prototype v2

FPGA FPGA

FPGA Zynq



Finding Large Radius Jets

Step 1: Find seeds. Seeds are towers 
with energy above a set ET threshold.

Step 2: Sum energy from neighboring 
towers. Estimate pile-up energy. Jets 

allowed to overlap to maximize 
efficiency.

Step 3: Subtract pile-up energy per 
jet and join results to provide large 

R-jet. The final result is stored on the 
processing FPGAs.
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T

gFEX Phase-I TDAQ Upgrade: Final Design Report May 7, 2016 - Version 0.1
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φ pFPGA #2pFPGA #1 pFPGA #3pFPGA #3

Figure 1 Illustration of a few potential gBlocks in an event. Note that gBlocks are allowed
to overlap.

gBlocks are built via a sliding-windows algorithm within the boundaries of a given pFPGA.
An illustration of some gBlocks identified in an event is shown in Fig. 1.445

gBlocks are used to seed large-radius jet finding, identify jet substructure, and are inputs
into the “jets-without-jets” algorithms described below. The gBlock area covers ¶ 90% of
the ET of an anti-kt R = 0.4 jet allowing the calibration of gTowers using isolated High-Level
Trigger (HLT) or offline jets.

II.2.3.3 Pile-up Suppression450

The architecture of the gFEX permits event-by-event local pileup suppression for jets and
Emiss
T using baseline subtraction techniques [10]. Pileup subtraction is performed using the

energy density � based on the gTowers within each pFPGA region and is calculated on an
event-by-event basis. The energy subtracted from each jet is determined by the product of
the area of each jet and the energy density from the associated region.455

II.2.3.4 Large-Radius Jets

A simple-cone jet algorithm seeded by the gBlocks is used for the large-area non-iterative
jet finding. The gTower ET in a “circular” region surrounding the gBlocks is summed as
illustrated in Fig. 2. Portions of the jet area can extend into an � region on a neighboring
pFPGA. Part of the energy summation therefore takes place on that pFPGA necessitating460

Chapter II: Requirements & Specifications Page 15 of 113
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Figure 2 Illustration of a few potential large-R jets in the same event shown in Fig. 1. Note
that jets are allowed to overlap.

the transfer of information between pFPGA. These partial sums are then sent to the original
pFPGA and included in the final ET of the large-R jets as displayed in Fig. 2. Each pFPGA
produces a unique set of TOBs.

Note that the jets in Fig. 2 are allowed to overlap. This enhances the efficiency for events
with complex topologies where multiple energy depositions are close together, as is typi-465

cally found in events containing boosted objects. Simple criteria are applied to the jets to
suppress duplicates.

II.2.3.5 Jet Substructure

Add a few sentences on simple jet substructure techniques that could be applied with little
latency.470

II.2.3.6 Jets-without-Jets

This needs a clear description of the algorithm and a few useful observables.

II.2.3.7 Emiss
T

Define. Studies are on-going.

Chapter II: Requirements & Specifications Page 16 of 113



Area based pile up subtraction 
Simulation Studies

Correlation between the event energy density (x) and estimated by 
gFEX (y). The correlation is better than 90%. 

Jet energy pile up subtraction

offline calculation

gF
EX

 c
al

cu
la

tio
n

offline calculation

gF
EX

 c
al

cu
la

tio
n

5

ρ calculated on gFEX highly 
correlated with the offline value 
Similar pileup suppression 
technology can be applied as 
in standard offline

• ⇢ captures event-by-event fluctuations in pile-up that are not described by NPV and hµi, leading to
resolution improvement and improved rejection of pile-up jets.

• Any mis-modelling of the pile-up activity described by ⇢ is automatically corrected on an event-
by-event basis; the correction does not rely on a proper modelling of the relationship between ⇢
and NPV or hµi.
• The same correction may be applied to any jet regardless of clustering algorithm or radius, as the

jet area provides a direct estimate of pile-up sensitivity for each jet; only a small residual correction
is necessary that remains specific to each jet definition.

• The method relies less on the correct identification of tracks and vertices, as the bulk of the cor-
rection is based only on calorimeter information. The correction is therefore largely insensitive to
the e↵ects of pile-up on vertex reconstruction.

6.1 The jet area

The jet area [40] is measured using an algorithm implemented in FastJet. It is evaluated by overlaying
a dense, uniform population of neutral, infinitesimally soft (pT = O(10�100 GeV)) “ghost” particles onto
the event and including these ghosts in the jet clustering. The ghost constituents do not a↵ect the jet
clustering of an infrared safe algorithm, but the number of ghost constituents associated to each jet
serves as a measure of its area.

The concept of jet area can be taken one step further, using the fact that the ghost constituents all
have four-momenta. Summing over the ghost four-momenta gi belonging to a jet j, one obtains the jet
area four-momentum A j. This is defined as:

A j =
1
⌫ghgti

X

gi2 j

gi, (2)

where ⌫ghgti is the transverse momentum density of the ghosts. In practice, the ghost transverse mo-
mentum gt is constant: the area is intended to describe sensitivity to a background of uniform pT density
within the angular extent of the jet. The transverse component of the (more exact) area four-momentum
will, in the limit of small enough jets, be equal to the more intuitive “scalar area” obtained from counting
the number of ghosts associated to a jet and dividing by the ghost number density.

A theoretically sound estimate of the area of any jet (not only circular jets) is one of the advantages
of the method. For example, jets reconstructed using the Cambridge/Aachen algorithm will generally be
of irregular shape. This is illustrated in Fig. 2, showing areas normalised to ⇡R2 (the expected area of a
circular jet with distance parameter R) for two di↵erent jet algorithms: the Cambridge/Aachen algorithm
and anti-kt algorithm. In the case of anti-kt, leading or isolated jets will be close to circular, with an area
close to ⇡R2. This is also shown in Fig. 2. The reason is that the anti-kt algorithm starts out with the
hardest contributions, and clusters situated within R of several jets will in this algorithm be attributed to
the harder jet. Non-isolated jets with lower pT will thus be crescent shaped (since the intersection with a
circular jet is cut out from some of its area), or even more irregular. This is reflected in the low-area tail
of the anti-kt distributions.

6.2 The median pT density ⇢

The median pT density measured in the event is defined as

⇢ = median

8>>><
>>>:

pjet
T,i

Ajet
i

9>>>=
>>>;
, (3)

8

median pT density ρ

A: jet area four momentum

ρ ~ to pileup activity



Increase trigger efficiency for Fat-jets or boosted 
objects in ATLAS
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Figure 1: Per-jet e�ciency turn-on curves in Monte Carlo (MC) simulation for multiple Phase I upgrade
Level-1 jet trigger options. A global feature extraction (gFEX) reconstruction algorithm (closed red
markers, left) from the TDAQ Phase I Upgrade Technical Design Report (TDR) [1] with a 140 GeV
threshold is compared to full simulation of the Run I Level-1 calorimeter jet trigger (open blue markers,
left and right) with a 100 GeV threshold. The gFEX reconstruction implements a simple seeded cone
algorithm with a nominal radius of R = 1.0 and with a seed selection of 15 GeV applied to calorimeter
towers with area 0.2⇥ 0.2 in ⌘⇥�. The 140 GeV gFEX trigger threshold is chosen to match the L1 J100
single subjet turn-on curve. Pair-produced top quark MC simulation samples are simulated with a pile-
up level equivalent to an average number of interactions per bunch-crossing, or hµi, of 80. For each
algorithm, the e�ciency curves are shown as a function of the o✏ine trimmed anti-kt R = 1.0 jet pT

with di↵erent o✏ine subjet multiplicities. The trimming parameters specify that any subjets with a pT

fraction of the original jet less than 5% are to be discarded. The subjets are defined using the kt clustering
algorithm with a nominal radius parameter of D = 0.3. For subjet counting, the subjets are required to
have a subjet pT > 20 GeV. The o✏ine trimmed jets are required to be isolated from any other o✏ine
jet by at least a radial distance of �R > 2.0 radians and to be within the pseudorapidity range |⌘| < 2.5.
The turn-on curves measure per-jet e�ciencies after requiring a that the the Level-1 gFEX jet be within
�R < 1.0 of the o✏ine trimmed jet.
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Figure 2: Event-level Level-1 trigger e�ciency turn-on curves as a function of the o✏ine trimmed jet
pT for (left) tt̄ events and (right) WH ! `⌫bb̄ events. Both processes are simulated with a pile-up level
equivalent to an average number of interactions per bunch-crossing, or hµi, of 80. The e�ciency curves
are shown as a function of the o✏ine trimmed anti-kt R = 1.0 jet pT , where the o✏ine trimmed jet is
required to have a mass between 100 < mjet < 220 GeV (left, top) or 100 < mjet < 150 GeV (right,
Higgs). The trimming parameters specify that any subjets with a pT fraction of the original jet less
than 5% are to be discarded. The subjets are defined using the kt clustering algorithm with a nominal
radius parameter of D = 0.3. In each case, three trigger selections are shown: (blue open circles) full
simulation of the existing Run I Level-1 calorimeter jet trigger with a 100 GeV threshold, (black open
squares) full simulation of a sum jet transverse energy (ET ) trigger, or HT trigger, with a 200 GeV
threshold, formed using Run 1 Level-1 calorimeter jets, (red closed circles) and a Phase I gFEX-based
reconstruction algorithm with a 140 GeV threshold [1]. The gFEX reconstruction implements a simple
seeded cone algorithm with a nominal radius of R = 1.0 and with a seed selection of 15 GeV applied to
calorimeter towers with area 0.2 ⇥ 0.2 in ⌘ ⇥ �. The 140 GeV gFEX trigger threshold is chosen to match
the L1 J100 single subjet turn-on curve.
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Expected performance in Run3



Conclusions

The study of hadronic decays of high-pT bosons and fermions is a 
critical and vital part of the ATLAS physics program
The high luminosity expected from the LHC necessitates 
increased trigger rejection to preserve acceptance 
The gFEX adds capability and flexibility to the ATLAS L1 Trigger
efficient large-R jet finding
pileup suppression
“jets-without-jets” and other event shapes 
centrality-dependent Heavy-Ion triggers
many possibilities for improved rejection using jet substructure 

First link speed tests between L1 and Calorimeter systems have 
been finished, allowing us to continue smoothly to the next steps
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Jet Trimming
Grooming

• Energy depositions in calorimeter are grouped into topological clusters, which are used to form 
large-R jet (R=1.0, anti-kt)

13

Trimming

Filtering

Pruning
Similar to trimming but occurs 
during jet reconstruction ⇒ 

does not require subjet 
reconstruction

Remove constituents that 
are outside of subjets

Compares pT(constituients) 
with pT(jet) – removes soft 
components which are 
primarily from UI & PU

JHEP09 (2013) 076

http://arxiv.org/abs/1306.4945



gFEX Interfaces and processing chain

gFEX Interfaces

Michael Begel L1Calo Joint Meeting – p. 3
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Digitized signals transmitted 
optically to the FEXs

Data processing: 
algorithms run on FPGAs

D
ata and clock transm

itted 
via FELIX

Zynq provides configuration, 
slow control, monitoring and 

playback for gFEX

FOX L1Topo


