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It is possible to learn something fundamental from astrophysical data.  

It has happened in the past 



It is possible to learn something fundamental from astrophysical data.  

Expansion, initial conditions 



It is possible to learn something fundamental from astrophysical data.  

QFT works 



It is possible to learn something fundamental from astrophysical data.  

The Standard Model is wrong 



It is possible to learn something fundamental from astrophysical data.  

GR works 
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It is possible to learn something fundamental from astrophysical data.  

Vacuum energy 



It is possible to learn something fundamental from astrophysical data.  

Baryonic matter is not enough 



It is possible to learn something fundamental from astrophysical data.  
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Example: The solar neutrino problem  
 

Case was closed when astro uncertainties were addressed from first principles: 
 

-  Low energy deficit (Homestake) – T uncertainty? 

-  But neutrino emissivity strong function of T. 

  Smaller deficit at higher energy (Kamiokande)  

  ! real anomaly 
 

Bahcall & Bethe, PRD47 (1993) 1298-1301 
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•  Lesson: 
 

model independent  

no-go conditions 



 

Here’s the plan 

 

Session I (today):  

Some progress & prospects  

 

Session II-III:  

Cosmic rays: are 300GeV CR e+ coming from dark matter? 

 

Session IV: 

IceCube’s neutrinos: what will they teach us? 

 

Session V: 

Precision cosmology: lessons for dark matter  



 

Here’s the plan 

 

Session I (today):  



 

Here’s the plan 

 

Session I (today):  

 

•  Small-scale anomalies for ΛCDM? – some expected observational progress 

 

•  On the search for WIMPs – an ultimate target? 

 

•  Axions and the like – pure gravity; oscillating constants, redshifting chiral 
Lagrangian; revisiting some astrophysical arguments 

 

•  AMS02 and the positron puzzle; IceCube’s neutrinos; Cosmology (if time) 



3 Defining the substructure problem.

As I noted above, comparison of theory and ob-
servations in terms of the directly observable
quantities such as luminosities is possible only
using a galaxy formation model. These mod-
els, although actively explored ([76, 77, 78, 35,
79, 80, 81, 82], see also § 4.3) are considerably
more uncertain than the predictions of dissipa-
tionless simulations on the properties of dark
matter subhalos. Given that observed dwarf
satellites are very dark matter dominated, the
dissipative processes leading to formation of
their stellar component are expected to have a
limited e↵ect on the distribution of the dynam-
ically dominant dark matter. Fruitful compari-
son between simulation predictions and obser-
vations is therefore possible if a quantity related
to the total mass profile can be measured in the
latter.

The first attempts at such comparisons [7, 16]
assumed isotropy of the stellar orbits and con-
verted the line-of-sight velocity dispersion of
stars in dSph satellites, �r, to estimate their
maximum circular velocities as Vmax =

p

3�r.
The admittedly over-simplistic conversion was
adopted simply due to a lack of well measured
velocity profiles and corresponding constraints
on the mass distribution at the time. Figure 7
shows such a comparison for the classical satel-
lites1 of the Milky Way and subhalo popula-

1 I did not include the new ultra-faint satellites in the
comparison both because their Vmax values are much
more uncertain and because their total number within
the virial radius requires uncertain corrections from the
currently observed number that probes only the nearest
few dozen kpc. The velocity dispersions of the ultra-
faint dwarfs are very similar to each other (⇠ 5 km/s) and
they therefore formally have similar Vmax values accord-
ing to this simple conversion method (hence, they would
all be “bunched up” at about the same Vmax ⇠ 9 km/s
value). The maximum circular velocity of the halos of
these galaxies is expected to be reached at radii well
beyond the stellar extent and its estimate from the ob-
served velocity dispersions requires substantial extrapo-
lation and assumptions about the density profile outside
the radii probed by stars. The errors of the derived values
of Vmax can therefore be quite substantial [69, 83]. I will

Fig. 7— Comparison of the cumulative circular velocity
functions, N(> Vmax), of subhalos and dwarf satellites of
the Milky Way within the radius of 286 kpc (this radius
is chosen to match the maximum distance to observed
satellites in the sample and is smaller than the virial ra-
dius of the simulated halo, R337 = 326 kpc). The subhalo
VFs are plotted for the host halos with max. circular ve-
locities of 160 km/s and 208 km/s that should bracket the
Vmax of the actual Milky Way halo. The VF for the ob-
served satellites was constructed using circular velocities
estimated from the line-of-sight velocity dispersions as
Vmax =

p

3�r (see discussion in the text for the uncer-
tainties of this conversion).

tions in Milky Way-sized halos formed in the
concordance ⇤CDM cosmology.

The observed velocity function is compared
to the predicted VF of dark matter subhalos
within a 286 kpc radius of Milky Way-sized
host halos. In the literature, “Milky Way-sized”
is often used to imply a total virial mass of
Mvir ⇡ 1012 M

�

and maximum circular veloc-
ity of Vmax ⇡ 200 km/s. However, there is
some uncertainty in these numbers. Therefore
the figure shows the VFs for the host halos with
Vmax = 208 km/s and 160 km/s. The former is
measured directly in a simulation of the halo
of that circular velocity, while the latter VF

compare the predicted luminosity function of the lumi-
nous satellites using a simple galaxy formation model in
§ 4.3 (see Fig. 11).
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Small scale problems of collisionless cold dark matter?  

 

Shortage of observed satellite galaxies compared 

to ΛCDM? Bad slope of mass function? 

 

 

Many models suggested to extend ΛCDM 

e.g. Kravstov, Adv.Astron. 2010 (2010) 281913 
Weinberg et al, 1306.0913 (PNAS, 112, 12249) 
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Small scale problems of collisionless cold dark matter?  

 

Shortage of observed satellite galaxies compared 

to ΛCDM? Bad slope of mass function? 

 

 

More new dwarf galaxies detected  

 

But versions of problem seem to remain. 

 

Complicated by baryonic physics 

 

 

Little first-principle control (contrast to linear cosmology, session V) 

Progress in observational methods 

e.g. Governato, MNRAS. 448 (2015) 792 
Kravstov, Adv.Astron. 2010 (2010) 281913 
Weinberg et al, 1306.0913 (PNAS, 112, 12249) 

e.g. Kravstov, Adv.Astron. 2010 (2010) 281913 
Weinberg et al, 1306.0913 (PNAS, 112, 12249) 

Koposov et al, ApJ. 805 (2015) no.2, 130 
Abbott et al (DES), 1601.00329  



Warm DM vs. Ly-alpha forest 

 

 

Assuming thermal relic: 

 

mDM > 4.35 KeV (2σ)   

[31.7 KeV for DW sterile neutrino] 

 

Baur et al, JCAP 1502 (2015) no.02, 045 
Palanque-Delabrouille et al, JCAP 1511 (2015) no.11, 011 
Viel et al, PRD88 (2013) 043502 
Seljak, Makarov, McDonald, PRL 97 (2006) 191303 
McDonald et al, ApJ. 635 (2005) 761-783 
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Figure 2. Maps of �E (Equation 16) as a function of location, for a subhalo of mass M = 4⇥108M�, using simulated data. Positive �E corresponds to subhalos
excluded at that location, while negative �E corresponds to subhalos improving the log-posterior. The mock data for the top left panel are for a simulation without
any substructure, and our analysis excludes the presence of subhalos of this mass over the area of sensitivity. The simulated arcs have been overlaid with white
contours. In the remaining panels, the mocks contain a subhalo at the location of the blue circled cross. The simulation for the top right panel does not include
phase errors in the measurements, the lower left panel includes such errors but does not compensate for them, and the lower right panel includes phase errors and
marginalizes over them. All four panels have the same noise realization and a model subhalo mass of M = 4⇥108M�.

data, when phase errors are marginalized over appropriately,
resulting in the disappearance of the false detections. All four
panels have the same noise realization.

This test illustrates one of the reasons why a careful anal-
ysis of the visibilities is essential to search for substructure
using interferometric data. Given the challenges of analyzing
large interferometric data sets, one might be tempted to sim-
ply analyze CLEAN images instead of visibilities. CLEAN
images fix the value of the antenna phases and do not allow
them to be marginalized over when comparing different mod-
els, which, as illustrated here, could result in spurious detec-
tions. In addition, CLEAN images are produced through a
non-linear deconvolution procedure whose effects on the data
and the correlated noise properties can not be well quantified.

It is worth stressing that the effects of low-mass substructure
on the lensed images can be quite subtle, and so approxima-
tions and assumptions which may not lead to serious errors
in other contexts could introduce significant errors for a sub-
structure lensing analysis. This is why we adopt the approach
of explicitly modeling the visibilities and marginalizing over
the nuisance parameters.

Finally, we note that although in the two right panels of
Figure 2 we only observe a single region with significant
negative �E (where the subhalo is detected), subhalos with
larger masses can result in multiple islands. Figure 3 shows a
mock generated using a simulation with a subhalo of mass
Msub = 109M�. The left panel shows the �E map when
searching for this subhalo. As can be seen, there are multi-
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Figure 5. Initial subhalo search using ALMA Science Verification observations of SDP.81. Depicted are maps of linearized �E from Equation (16), showing
twice the difference in log marginalized posterior probability density between a smooth model without substructure, and a model with a subhalo of mass
M = 108.6M�, as a function of location of that subhalo. The three panels correspond to analysis of Band 6 only (left), Band 7 only (middle), and joint Bands
6 and 7 (right). Based on the significant improvement to the fit provided by substructure (as indicated by the map), we subsequently added one subhalo to our
lens model, and re-optimized the model parameters (see Table 1). The contours in the insets show the 1-, 2-, and 3 -� confidence regions for the position of the
subhalo from a non-linear joint fit to the data.

therefore, decide to model binned visibilities with noise lower
than 5.0 and 5.5 mJy in bands 6 and 7 respectively, which con-
tain about 40% of the total number of unbinned visibilities.

Our smooth density model consists of the following terms.
First, the main lens is described by a singular elliptical power
law surface density profile of the form (x,y) / [x2 + y2

/(1 -
✏)2]-↵/2 where ↵ is the radial power-law index, and x and y
are measured relative to the lens centroid xlens,ylens (Barkana
1998). To avoid degeneracy of the orientation angle when
ellipticity is close to zero, we use fitting parameters ✏x and
✏y, defined so that ✏ = (✏2

x + ✏

2
y)1/2 and the orientation angle

is given by the arctangent of these components. Addition-
ally, we allow for low order angular multipoles in the main
lens, of the form m(r,�) = [Am cos(m�)+Bm sin(m�)](r/rs)-↵

for m = 3,4, where rs = 100. Note that the same radial slope
↵ and centroid (xlens,ylens) are used for the multipoles and
for the ellipsoidal piece. Finally, we also allow for exter-
nal shear, parameterized by the usual components �1 and �2.
Overall, therefore, our primary lens model contains 12 freely
adjustable parameters.

5.1. Initial subhalo search
Once a smooth model is obtained, we use the best-fit param-

eters to perform a linearized search for subhalos. As we have
mentioned above, these lens parameters, source parameters,
antenna parameters, etc., all become nuisance parameters that
we marginalize over for every different model when we search
for subhalos. We follow Hezaveh et al. (2013a) and model the
subhalo deflection field using a truncated isothermal surface
density profile, also called a pseudo-Jaffe profile (Muñoz et al.
2001). This profile is characterized by a velocity dispersion
�v and truncation radius rt , and the total mass of the subhalo is
given by Msub = ⇡�

2
v rt/G. To reduce the dimensionality of the

subhalo parameter space, we assume that rt is related to �v by
rt = (�v/

p
2�G)rE, where �G is the velocity dispersion of the

main lens, determined from its observed Einstein radius rE.
We search for subhalos over a range of subhalo masses, over
a 8⇥8 arcsec area around the lens center. Figure 5 shows the
results of our initial search. The figure plots �E , twice the dif-
ference in marginalized log posterior between a model with a
subhalo compared to our smooth model, as a function of sub-

halo location for a subhalo mass M = 108.6M�. As the figure
indicates, there are several locations where adding a subhalo
improves the posterior considerably, with the most significant
having �E = -22.2.

As discussed above in Section 4, improper modeling of sys-
tematics and unknown errors can lead to spurious detections
of substructure. We have attempted to mitigate these effects
by marginalizing over many potential systematics, including
time-varying antenna phase errors. Nevertheless, it is pos-
sible that the apparent detection of substructure indicated in
Figure 5 could be due to an unknown interferometric data
corruption, such as visibility decorrelation or rapidly varying
antenna phase errors. Given that such errors are temporally
variable, an analysis of multiple datasets observed at different
times can reveal if our analysis is affected by them. As a test
of this, we analyzed bands 6 and 7 data separately, noting that
they were obtained on different dates. Our analysis reveals a
consistent pattern between the two bands (see Figure 5), giv-
ing us confidence that the level of unknown systematics from
such effects is below our statistical uncertainties. Figure 6
illustrates the difference between our best-fitting model with-
out substructure and the best-fitting model with substructure
for bands 6 and 7. As expected, the subhalo’s effect is largely
localized to its immediate vicinity and the counter-images of
that region.

Based on the results of this initial linearized search, we then
expanded our lens model to include a subhalo, with 3 ad-
justable parameters: mass Msub, and 2-D location xsub. We
then re-fit the joint data set, re-optimizing all the parameters
fully nonlinearly. We find that a model with a subhalo of mass
M = 108.96M� improves the marginalized log posterior fit by
�E = -47.3 in the joint fit (note that the initial linear search
was performed at Msub = 108.6M�). Based upon this result, we
conclude that the ALMA Science Verification observations of
SDP.81 detect a subhalo in the projected mass distribution.
Having found the best-fit parameters for the detected subhalo,
we then sample the full parameter space (smooth lens and sub-
halo parameters) non-linearly using our Markov Chain Monte
Carlo sampler. Figure 7 shows the error covariance of the re-
constructed lens parameters for the joint fit to bands 6 and 7.
We do not find evidence for significant degeneracies between

Mock w/out subhalo Mock w/ subhalo SDP-81 Bands 6-7 
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Figure 3. �E maps for mock data including a massive (Msub = 109M�) subhalo, showing multiple islands where the addition of a subhalo could produce a
better fit. We find that the island producing the lowest �E corresponds to the true position of the subhalo (blue cross). After adding the detected subhalo to the
macro model and searching for a second subhalo the other islands disappear, confirming that they arise from the inability of the smooth model to fit perturbed
observations at various locations on the arc. The position of the subhalo is marked with a circled cross.

ple islands where a subhalo can produce a better fit, however
the true position of the subhalo corresponds to the lowest �E .
The right panel of Figure 3 shows the �E map when the de-
tected subhalo is added to the macro parameters and a search
for an additional subhalo is performed, showing that all cor-
responding islands disappear.

5. RESULTS FOR SDP.81
We use the recent ALMA Science Verification observations

of the strongly lensed system SDP.81 (ALMA Partnership
et al. 2015a) to illustrate the application of this method to real
data. Our analysis shows that this dataset is highly sensitive
to the effects of low mass subhalos. In the analysis presented
here, We used only the calibrated continuum data from bands
6 and 7. In future work we will present our analysis of the full
dataset, including CO line data. Figure 4 shows the lensing
galaxy observed by the Hubble Space Telescope (greyscale)
superimposed on the lensed arcs observed by ALMA.

We estimate the noise variance for each visibility using the
procedure described above and bin the visibilities in 12 me-
ter cells. However, we only bin visibilities that share the
same baseline and are taken within a short (. 20 min) ob-
serving period. This allows us to assign a separate antenna
phase error to each baseline at different time intervals (since
the phase errors could slowly change during the course of an
observation). This results in ⇠ 0.5 million binned visibilities,
a factor of ⇠ 20 fewer than the original ⇠ 10 million. We
note that the shorter (. 2 km) baselines in the binned visibili-
ties have significantly higher signal-to-noise compared to the
longer baselines because (a) for resolved sources, the signal
diminishes on the longest baselines, and (b) the visibilities
are sampled more densely on short baselines, meaning that
the short-baseline bins contain a larger number of visibilities.
This allows us to speed up our search for the best-fitting pa-
rameters using the following approach. We first use only the
subset of baselines shorter than 2 km in our initial MCMC
analysis to localize the neighborhood of the best fit. This

Figure 4. The SDP.81 system. Grayscale shows HST/WFC3 F160W data,
while red contours show ALMA continuum emission in band 6.

approach greatly expedites our MCMC optimization, since
many evaluations of the likelihood are required to fully search
the highly multidimensional parameter space of our smooth
model. Once this initial localization has been achieved, we
can use the full dataset. We note, however, that the observa-
tions of SDP.81 are performed on various dates which span
many weeks, with significantly variable observational condi-
tions, giving rise to a large range in noise properties. We,
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Kinematical heating of stellar streams (GAIA, LSST) 
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Figure 2. N -body simulations of the interaction between a dark-matter (DM) and globular-cluster (GC) stellar stream. The
stellar stream is shown at the point of closest approach between the stream and the dark-matter progenitor. The dark-matter is
displayed 125 pc/( km s�1) (⇡ 125Myr) before and 125 pc/( km s�1) after the interaction, which is the time interval over which
the DM and GC streams are evolved together. The orbit of the dark-matter progenitor during this time is given in red. Three
di↵erent dark-matter streams are generated by letting the dark-matter disrupt for di↵erent amounts of time. In the simulation
on the left, the DM stream is only starting to form, in the middle panel a long DM stream is in the process of forming, and on
the right the DM subhalo is fully disrupted, but still forms a coherent stream.

the stellar-stream particles after the interaction in the
host potential and comparing the velocity with that of
the particles in a simulation of the stellar stream with
the same initial conditions, but without the dark-mater
subhalo. These velocity kicks are displayed in Figure 3
as a function of angle along the stream. Compared to
the kicks from an interaction with a surviving subhalo
on the same orbit as the dark-matter stream, which peak
at ⇡ (0.4, 0.4, 1.8) km s�1 in (v

x

, v
y

, v
z

) and are approx-
imately zero by |✓k| = 1, it is clear that the kicks are
smaller and act over a more extended part of the stream,
in agreement with the considerations based on the im-
pulse approximation above. Interestingly, the kicks in v

x

are larger than that for the surviving-subhalo interaction,
with a similar amplitude for streams of di↵erent lengths.

To understand the dynamics in the N -body simula-
tion further, I estimate the amount of stream mass pass-
ing through the impact point as a function of time, by
analyzing the dark-matter stream in action-angle coordi-
nates (cf. Ref. [10]). I then compute the kicks using the
impulse approximation above, accounting for the move-
ment of the stellar stream during the interaction. The
motions of the particles in the most di↵use stream are
consistent with being test particles in the host potential,
but for the dark-matter streams that are still in the pro-
cess of tidal disruption I add a small contribution from a
single Plummer sphere to represent the remnant subhalo.
The resulting kicks are displayed as dashed lines in Fig-
ure 3. While the impulse approximation works well for
v
y

and v
z

for the shorter two streams, it fails for the most
di↵use stream and for all streams for v

x

. The solid lines
show kicks computed by representing each dark-matter
stream with a random subsample of 300 particles, mod-

eled as Plummer spheres with r
s

= 10pc and computing
the kicks from each of these 300 interactions indepen-
dently using orbit integration in the host+Plummer po-
tential. For the two shortest streams I again add small
contributions from a subhalo remnant. It is clear that
this approximation to the kicks matches the full N -body
kicks in all dimensions well, even at large o↵sets from
the impact point. This demonstrates that the impulse
approximation breaks down because the orbital motion
of the dark-matter stream is important, rather than due
to the non-linear contributions from di↵erent parts of the
stream.
Dark-matter subhalos are more realistically repre-

sented as NFW spheres [26] rather than Plummer
spheres. To determine whether the e↵ects discussed
above are di↵erent for NFW halos, I have repeated the
simulations above, but modeling the dark-matter halos
as NFW halos with M = 108 M�, r

s

= 900 pc, and a
tidal truncation radius of 2 kpc (chosen to be similar to
subhalos in the Via Lactea-2 simulation [27] in the mass
and radial range considered here). The particle data for
this NFW halo is sampled using the method of Ref. [28].
These NFW DM halos disrupt and form tidal tails of
almost the same length and width as those in the Plum-
mer simulation above, and the e↵ect on the GC stream
is qualitatively the same.
Discussion—Stellar streams within tens of kpc from

the Galactic center typically encounter a few subhalos
with masses of 108 to 109 M� [20]. Many of these may
be in the process of tidal disruption and give rise to veloc-
ity kicks along the stellar streams similar to those in Fig-
ures 1 and 3. These kicks a↵ect a larger part of the stream
and are slightly lower in amplitude. In standard analy-
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Figure 3. Velocity kicks computed from the three N -body simulations shown in Figure 2—‘disruption start’ from the left
panel, ‘disrupting’ from the middle panel, and ‘fully disrupted’ from the right panel—represented as dots compared to two
approximations. The kicks are shown as a function of the parallel angle coordinate ✓k along the stream with respect to the
impact point in action-angle coordinates [10]; the range in ✓k shown spans almost the entire trailing arm of the stellar stream.
The breakdown of the impulse approximation for the di↵use stream and for all streams in v

x

demonstrates that the full orbital
path of the stream is responsible for the observed kicks.

ses of the impact of subhalos on stellar streams [13, 14],
both of these e↵ects will lead to inferred (M, r

s

) with
anomalously-low concentrations compared to the cold-
dark-matter prediction. This will be the telltale sign that
the stellar stream has been hit by a dark-matter stream
rather than a surviving subhalo. From the N -body sim-
ulations above, di↵use streams can give substantial kicks
for at least ⇡ 0.5Gyr, so the probability of catching a
dark-matter halo in the act of disrupting is high.

Analyses of the kinematics of stellar streams (cf. [14])
can therefore determine the prevalence of dark-matter
streams in the Milky Way halo. Many additional stel-
lar streams within tens of kpc are expected to be found
soon using data from Gaia [29] and we will therefore soon
have plenty of potential targets for a dark-matter-stream
search. Such a measurement would have profound impli-
cations for dark-matter direct-detection experiments [16]
and would provide an important constraint on the forma-
tion of halos in the hierarchical cosmological framework.

The N -body simulations above demonstrate that stel-
lar streams are uniquely sensitive to the full orbital
path of dark-matter streams. This is unlike the case
of subhalo–stream interactions, which are typically well
modeled using the impulse approximation. In this ap-
proximation, the velocity kicks remain the same when the
mass of the perturber and the relative fly-by velocity are
changed by the same factor [14]. Computing the kicks for
a simulation like the “disrupting” case in Figure 3, but
with the mass and relative fly-by velocity scaled down
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Figure 2: 95% CL upper limits on the thermally-averaged cross-section for DM particles annihilating into
bb̄ (upper-left), W+W� (upper-right), ⌧+⌧� (bottom-left) and µ+µ� (bottom-right) pairs. Thick solid lines
show the limits obtained by combining Fermi-LAT observations of 15 dSphs with MAGIC observations of
Segue 1. Dashed lines show the observed individual MAGIC (short dashes) and Fermi-LAT (long dashes)
limits. J-factor statistical uncertainties (Table 1) are considered as described in Section 3.2. The thin-dotted
line, green and yellow bands show, respectively, the median and the symmetrical, two-sided 68% and 95%
containment bands for the distribution of limits under the null hypothesis (see main text for more details).
The red-dashed-dotted line shows the thermal relic cross-section from Ref. [54].

this magnitude would be expected in 5% of the experiments under the null hypothesis and
is therefore compatible with random fluctuations.

As expected, limits in the low and high ends of the considered mass range are dominated
by Fermi -LAT and MAGIC observations, respectively, and the combined limits coincide
with the individual ones. The combination provides a significant improvement in the range
between ⇠1 and ⇠100 TeV (for bb̄ and W+W�) or ⇠0.2 and ⇠2 TeV (for ⌧+⌧� and µ+µ�),
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were due to backgrounds in the lowest energy bins of the detectors. Two anomalies, CDMS-
Si and DAMA/LIBRA remain unexplained. However, as evident from figure 3, a WIMP
interpretation is in conflict with results of many other direct searches. Recently, an inter-
pretation of DAMA/LIBRA as due to dark matter axial-vector coupling to electrons, in so-
called leptophilic models, was tested and excluded by XENON100 at more than 4 σ, both in a
search for periodic variations in the electronic recoil rate and by inspecting the total electronic
rate in the low energy region [70, 71]. Figure 4, left, shows the XENON100 electronic recoil
rate, along with the expectations from DAMA /LIBRA in leptophilic models. The right side

Figure 3. Spin-independent WIMP-nucleon scattering results: Existing upper limits
from the CRESST-II [58], SuperCDMS [59], PandaX [60], DarkSide-50 [61],
XENON100 [62], and LUX [63] experiments, along with projections for DEAP3600
[64], XENON1T [65], XENONnT [66], LZ [67], and DARWIN [68] are shown.
DARWIN is designed to probe the entire parameter region for WIMP masses above
∼6 GeV c−2, until the neutrino background (ν-line) will start to dominate the recoil
spectrum. Figure adapted from [69] with permission.
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Figure 4. (Left) The DAMA/LIBRA modulated spectrum (red), interpreted as WIMPs
scattering through axial-vector interactions, as it would be seen in the XENON100
detector for various models. The (blue) data points are XENON100 data from 70
summer live day, the dashed cyan is the expected average XENON100 rate. (Right)
The XENON100 upper limit (90% C.L.) and the DAMA/LIBRA allowed region (red).
The constraint from Super-Kamiokande (SK) using neutrinos from the Sun are also
shown. Figure reproduced from [71] with permission.
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Si and DAMA/LIBRA remain unexplained. However, as evident from figure 3, a WIMP
interpretation is in conflict with results of many other direct searches. Recently, an inter-
pretation of DAMA/LIBRA as due to dark matter axial-vector coupling to electrons, in so-
called leptophilic models, was tested and excluded by XENON100 at more than 4 σ, both in a
search for periodic variations in the electronic recoil rate and by inspecting the total electronic
rate in the low energy region [70, 71]. Figure 4, left, shows the XENON100 electronic recoil
rate, along with the expectations from DAMA /LIBRA in leptophilic models. The right side

Figure 3. Spin-independent WIMP-nucleon scattering results: Existing upper limits
from the CRESST-II [58], SuperCDMS [59], PandaX [60], DarkSide-50 [61],
XENON100 [62], and LUX [63] experiments, along with projections for DEAP3600
[64], XENON1T [65], XENONnT [66], LZ [67], and DARWIN [68] are shown.
DARWIN is designed to probe the entire parameter region for WIMP masses above
∼6 GeV c−2, until the neutrino background (ν-line) will start to dominate the recoil
spectrum. Figure adapted from [69] with permission.
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Figure 4. (Left) The DAMA/LIBRA modulated spectrum (red), interpreted as WIMPs
scattering through axial-vector interactions, as it would be seen in the XENON100
detector for various models. The (blue) data points are XENON100 data from 70
summer live day, the dashed cyan is the expected average XENON100 rate. (Right)
The XENON100 upper limit (90% C.L.) and the DAMA/LIBRA allowed region (red).
The constraint from Super-Kamiokande (SK) using neutrinos from the Sun are also
shown. Figure reproduced from [71] with permission.
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Figure 4. (Left) The DAMA/LIBRA modulated spectrum (red), interpreted as WIMPs
scattering through axial-vector interactions, as it would be seen in the XENON100
detector for various models. The (blue) data points are XENON100 data from 70
summer live day, the dashed cyan is the expected average XENON100 rate. (Right)
The XENON100 upper limit (90% C.L.) and the DAMA/LIBRA allowed region (red).
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WIMP DM with tree level Z exchange would be here 
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Figure 4. (Left) The DAMA/LIBRA modulated spectrum (red), interpreted as WIMPs
scattering through axial-vector interactions, as it would be seen in the XENON100
detector for various models. The (blue) data points are XENON100 data from 70
summer live day, the dashed cyan is the expected average XENON100 rate. (Right)
The XENON100 upper limit (90% C.L.) and the DAMA/LIBRA allowed region (red).
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shown. Figure reproduced from [71] with permission.
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As we’re making these beautiful experiments, it is interesting to point out generic  
implications of the results. 
This also helps to identify well-defined goals. 
 
Next: point out one such generic goal 
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Recall the WIMP story, simple thermal history 
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WIMPs and partial-wave unitarity 
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L=0 (s-wave): 
 
              

                                     per collision                       averaged over collisions 
 
 
 
 
 
Griest & Kamionkowski, PRL64, 615(1990): upper bound on WIMP mass 
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WIMPs and partial-wave unitarity II 
 
Direct detection experiments assume WIMP = DM 
 
…Assume WIMP mass density to compute 
event rate per unit target mass: 
 
 
 
 

R =

2p
⇡

⇢
dm

�
N

v�
Mm

N

(13)

v� ⇠ 200 km/s �
N

=

A2µ2
�p

µ2
�N

�
�p

(14)

R
�

=

2p
⇡

⇢
�

�
N

v�
Mm

N

>
2p
⇡

⇢
dm

�
N

v�
Mm

N

✓
M

110 TeV

◆2

(15)

2

R =

2p
⇡

⇢
dm

�
N

v�
Mm

N

(13)

v� ⇠ 200 km/s �
N

=

A2µ2
�p

µ2
�N

�
�p

(14)

R
�

=

2p
⇡

⇢
�

�
N

v�
Mm

N

>
2p
⇡

⇢
dm

�
N

v�
Mm

N

✓
M

110 TeV

◆2

(15)

2

R =

2p
⇡

⇢
dm

�
N

v�
Mm

N

(13)

v� ⇠ 200 km/s �
N

=

A2µ2
�p

µ2
�N

�
�p

(14)

R
�

=

2p
⇡

⇢
�

�
N

v�
Mm

N

>
2p
⇡

⇢
dm

�
N

v�
Mm

N

✓
M

110 TeV

◆2

(15)

⇢
dm

= ⇢
dm,here

⇠ 0.3 GeV/cm3
(16)

2

R =

2p
⇡

⇢
dm

�
N

v�
Mm

N

(13)

v� ⇠ 200 km/s �
N

=

A2µ2
N�

µ2
�p

�
�p

(14)

R
�

=

2p
⇡

⇢
�

�
N

v�
Mm

N

>
2p
⇡

⇢
dm

�
N

v�
Mm

N

✓
M

110 TeV

◆2

(15)

⇢
�

= ⇢
dm

(16)

�unit

�p

=

✓
M

110 TeV

◆2

�
�p

(17)

⇢
dm

= ⇢
dm,here

⇠ 0.3 GeV/cm3
(18)

> 10

�6

✓
f

0.3

◆
m

�

100 TeV

(19)

2



 
WIMPs and partial-wave unitarity II 
 
Direct detection experiments assume WIMP = DM to plot sensitivity curves. 
 
 
 
So, unitarity implies: 
 
 
 
 
 
 
(actual bulk of DM can be something else. Could be axions for all we care) 
 
 
 

 ! can put this on direct detection sensitivity plot 
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We’ve been looking for WIMPs for a long time. 
 

  What does it mean? 
 

WIMP dark matter cannot have tree-level Z exchange 

were due to backgrounds in the lowest energy bins of the detectors. Two anomalies, CDMS-
Si and DAMA/LIBRA remain unexplained. However, as evident from figure 3, a WIMP
interpretation is in conflict with results of many other direct searches. Recently, an inter-
pretation of DAMA/LIBRA as due to dark matter axial-vector coupling to electrons, in so-
called leptophilic models, was tested and excluded by XENON100 at more than 4 σ, both in a
search for periodic variations in the electronic recoil rate and by inspecting the total electronic
rate in the low energy region [70, 71]. Figure 4, left, shows the XENON100 electronic recoil
rate, along with the expectations from DAMA /LIBRA in leptophilic models. The right side

Figure 3. Spin-independent WIMP-nucleon scattering results: Existing upper limits
from the CRESST-II [58], SuperCDMS [59], PandaX [60], DarkSide-50 [61],
XENON100 [62], and LUX [63] experiments, along with projections for DEAP3600
[64], XENON1T [65], XENONnT [66], LZ [67], and DARWIN [68] are shown.
DARWIN is designed to probe the entire parameter region for WIMP masses above
∼6 GeV c−2, until the neutrino background (ν-line) will start to dominate the recoil
spectrum. Figure adapted from [69] with permission.
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Figure 4. (Left) The DAMA/LIBRA modulated spectrum (red), interpreted as WIMPs
scattering through axial-vector interactions, as it would be seen in the XENON100
detector for various models. The (blue) data points are XENON100 data from 70
summer live day, the dashed cyan is the expected average XENON100 rate. (Right)
The XENON100 upper limit (90% C.L.) and the DAMA/LIBRA allowed region (red).
The constraint from Super-Kamiokande (SK) using neutrinos from the Sun are also
shown. Figure reproduced from [71] with permission.
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We’ve been looking for WIMPs for a long time. 
 

  What does it mean? 
 

WIMP dark matter cannot have tree-level Z exchange 
 
 

    There cannot be any heavy thermal relic with tree-level Z exchange 

Blum, Cui, Kamionkowski, PRD92 (2015) 2, 023528 

were due to backgrounds in the lowest energy bins of the detectors. Two anomalies, CDMS-
Si and DAMA/LIBRA remain unexplained. However, as evident from figure 3, a WIMP
interpretation is in conflict with results of many other direct searches. Recently, an inter-
pretation of DAMA/LIBRA as due to dark matter axial-vector coupling to electrons, in so-
called leptophilic models, was tested and excluded by XENON100 at more than 4 σ, both in a
search for periodic variations in the electronic recoil rate and by inspecting the total electronic
rate in the low energy region [70, 71]. Figure 4, left, shows the XENON100 electronic recoil
rate, along with the expectations from DAMA /LIBRA in leptophilic models. The right side

Figure 3. Spin-independent WIMP-nucleon scattering results: Existing upper limits
from the CRESST-II [58], SuperCDMS [59], PandaX [60], DarkSide-50 [61],
XENON100 [62], and LUX [63] experiments, along with projections for DEAP3600
[64], XENON1T [65], XENONnT [66], LZ [67], and DARWIN [68] are shown.
DARWIN is designed to probe the entire parameter region for WIMP masses above
∼6 GeV c−2, until the neutrino background (ν-line) will start to dominate the recoil
spectrum. Figure adapted from [69] with permission.
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Figure 4. (Left) The DAMA/LIBRA modulated spectrum (red), interpreted as WIMPs
scattering through axial-vector interactions, as it would be seen in the XENON100
detector for various models. The (blue) data points are XENON100 data from 70
summer live day, the dashed cyan is the expected average XENON100 rate. (Right)
The XENON100 upper limit (90% C.L.) and the DAMA/LIBRA allowed region (red).
The constraint from Super-Kamiokande (SK) using neutrinos from the Sun are also
shown. Figure reproduced from [71] with permission.
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Application to indirect detection is, in some sense, more obvious: 
relate annihilation to annihilation 
 
But in other respects less general:  
p-wave, Sommerfeld suppression,… would spoil it 
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Figure 2: 95% CL upper limits on the thermally-averaged cross-section for DM particles annihilating into
bb̄ (upper-left), W+W� (upper-right), ⌧+⌧� (bottom-left) and µ+µ� (bottom-right) pairs. Thick solid lines
show the limits obtained by combining Fermi-LAT observations of 15 dSphs with MAGIC observations of
Segue 1. Dashed lines show the observed individual MAGIC (short dashes) and Fermi-LAT (long dashes)
limits. J-factor statistical uncertainties (Table 1) are considered as described in Section 3.2. The thin-dotted
line, green and yellow bands show, respectively, the median and the symmetrical, two-sided 68% and 95%
containment bands for the distribution of limits under the null hypothesis (see main text for more details).
The red-dashed-dotted line shows the thermal relic cross-section from Ref. [54].

this magnitude would be expected in 5% of the experiments under the null hypothesis and
is therefore compatible with random fluctuations.

As expected, limits in the low and high ends of the considered mass range are dominated
by Fermi -LAT and MAGIC observations, respectively, and the combined limits coincide
with the individual ones. The combination provides a significant improvement in the range
between ⇠1 and ⇠100 TeV (for bb̄ and W+W�) or ⇠0.2 and ⇠2 TeV (for ⌧+⌧� and µ+µ�),
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orders of magnitude will see a signal from any thermal relic
heavier than about a TeV.
We now move on to direct detection of WIMPs. The

precise expression for the rate for direct detection of
WIMPs depends on a variety of factors, including the
DM velocity distribution in the Galactic halo and energy
dependence of the WIMP-nucleus elastic-scattering cross
section. If we approximate the halo DM velocity distribution
as a Maxwell-Boltzmann distribution, the event rate per unit
mass in a DM detector is [1] Γ ¼ ð2=

ffiffiffi
π

p
Þρχv0σN=ðmχmNÞ,

where v0 ≃ 220 km sec−1 is the halo circular speed, σN is
the cross section for elastic scattering of the WIMP from the
nucleus, and mN the target-nucleus mass. The cross section
for WIMP scattering off a nucleus of mass number A is
related to the WIMP-nucleon cross section σχpðnÞ. For
instance, assuming spin-independent (SI) interaction without
isospin violation, the relation is σN ¼ ðA2μ2χp=μ2χNÞσχp,
where μχp and μχN are the reduced masses of the χ-proton
and χ-nucleus systems respectively. Replacing ρχ by the
unitarity limit ρhðΩχ=ΩdmÞ ≥ ρhðmχ=110 TeVÞ2, we infer
that the rate for detection of a WIMP with elastic cross
section σN must satisfy

Γ ≥
2ffiffiffi
π

p ρhv0σN
mχmN

"
mχ

110 TeV

#
2

: ð7Þ

Again, the sensitivity of direct DM searches are usually
shown as plots of the WIMP-proton scattering cross section
σχp versus WIMP massmχ (with an additional constraint for
σχn for spin-dependent (SD) interaction). These constraint
plots then show the largest such cross section allowed based

on a given experiment, assuming that the WIMP makes up
all the DM. In Fig. 2 we show the smallest nominal cross
section σunitχp for a subdominant WIMP, obtained from our
unitarity argument, which would be inferred in this way, for
different values of actual scattering cross section σactualχp .
According to Eq. (7), we have the relation σunitχp ≃
ðmχ=110 TeVÞ2σactualχp . The actual scattering cross section
σactualχp , both SI and SD, in general can be parametrized by an
effective mass scale Λwith σactualχp ¼ μ2χp=ðπΛ4Þ. Note that at
large WIMP massmχ ≫ mp, σactualχp is independent ofmχ for
a fixed Λ.
It is impossible to correlate in a model-independent way

the actual DM-nucleon scattering cross section σactualχp and
the total thermal annihilation cross section constrained by
unitarity. In Fig. 2, for illustration, we therefore chose two
arbitrary examples, one with Λ ¼ 1 TeV and one with the
Standard Model Z boson as the mediator for DM-nucleon
scattering, i.e., Λ≃mZ=gEW. In addition to the unitarity
lower bounds as applied to our two examples for Λ, we also
show the current upper bounds on SI scattering from
LUX, as well as limits on SD scattering from IceCube,
XENON100 and COUPP [23–26]. To emphasize why
Fig. 2 is interesting, note that, for example, we learn from
it that a massive (mχ ≳ 10 GeV) thermal relic Dirac
fermion or charged scalar WIMP, with s-wave dominated
annihilation and elastic scattering, cannot be charged under
the Standard Model SUð2ÞW gauge group. As far as we
know, this is a novel observation: before this paper, a
simple naive way out for such a model could have been to
simply assign the WIMP with some very efficient mode of
annihilation, such that its relic abundance would be small
enough to avoid detection despite an SUð2ÞW charge.
Unitarity excludes this possibility.
Limits from IceCube are directly based on energetic
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Unitarity: flux lower limit on sensitivity plot of CTA. 
 
(can we figure out the backgrounds well enough?) 

CTA estimate: Wood et al, 1305.0302 
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Strong CP? 

Self-organised criticality? 

Dark matter? 
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Axions and ultra-light fields 

 

An ultra-light bosonic field could play the role of dark matter 

 

Recently, regarding small scale issues, e.g. 
Calabrese & Spergel, 1603.07321 
Marsh & Pop, MNRAS. 451 (2015) no.3, 2479-2492 
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Axions and ultra-light fields 

 

An ultra-light bosonic field could play the role of dark matter 

 

Can we detect it w/ gravity alone? 
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Therefore, the scalar field dark matter has the same e↵ect on the pulsar timing
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The amplitude of the signal from the scalar field dark matter for a range of masses
m is shown in Fig. 1 together with the sensitivity curves of the pulsar timing array
experiments. The sensitivities are taken from [7] where three cases are considered.
The current limit from the Parkes PTA [9] corresponds to h

c

⇡ 2 · 10�14 at the
frequency f = 8 · 10�9 Hz. The sensitivity achievable by PPTA by monitoring
20 pulsars for 5 years with the timing precision �t

rms

= 100 ns is estimated as
h

c

⇡ 2 · 10�15 at the frequency f = 7 · 10�9 Hz. Finally, assuming that SKA will
be able to monitor 100 pulsars for 10 years with the timing precision 50 ns, the
sensitivity of h

c

⇡ 10�16 at the frequency f = 3 · 10�9 Hz can be achieved. We see
from Fig. 1 that the scalar field dark matter signal can be observed with SKA pulsar
timing array for the dark matter mass m . 2.3 · 10�23 eV.
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m ~ 2x10-24 eV 
CMB: Hlozek et al, PRD91 (2015) no.10, 103512 
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An ultra-light bosonic field could play the role of dark matter 

 

Can we detect it w/ gravity alone? 

m ~ 2x10-24 eV 
CMB: Hlozek et al, PRD91 (2015) no.10, 103512 
Marsh, 1510.07633 
but, Ly-alpha: Amendola & Barbieri, PLB642 (2006) 192-196 
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⇡ 10�16 at the frequency f = 3 · 10�9 Hz can be achieved. We see
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Axions and ultra-light fields 

 

An axion coupled to QCD and playing dark matter induces oscillating nEDM 

Graham & Rajendran, PRD88 (2013) 035023 
Budker et al, PRX4 (2014) no.2, 021030 4
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FIG. 1: Left panel: BBN excluded region in the (gd, ma) plane is shown in orange. Other constraints include static EDM
searches (blue shaded region, dashed blue boundary) and the bound from SN 1987A estimated conservatively in [16, 17] (green
shaded region). The shaded purple region with dot-dashed boundary denotes fa > mpl. Right panel: The future projected
sensitivity of the oscillating EDM search of Refs. [16, 19]. CASPEr1 and CASPEr2 are the first and second generations of the
experiments, respectively. The black line in both panels represents the QCD axion, fa ma ⇡ ⇤2

QCD.

We now discuss the implications for the axion DM-
induced EDM experiments proposed in Refs. [16, 18, 19].
The authors point out that the oscillating background
field of axion DM induces an e↵ective, oscillating neutron
EDM,

dn(t) = gd a(t) =

p
2⇢

DM

g�1

d ma
cos(mat) ,

gd ⇡
�
2.4⇥ 10�16 e cm

�

fa
.

(16)

For the QCD axion, the amplitude of the oscillating
EDM is dn ⇠ 10�34 e cm, assuming a local DM den-
sity of ⇢

DM

⇡ 0.3 GeV/cm3. The experiment proposed
in [16, 19] detects this small, oscillating nuclear EDM us-
ing NMR techniques, and the prospective sensitivity is
shown in the right panel of Fig. 1 by the regions above
the blue dashed and red solid lines.

Fig. 1 shows the region (orange) of the gd, ma param-
eter space that is excluded by the 4He abundance from
BBN. The width of the solid orange line takes into ac-
count the roughly 40% uncertainty in the expression for
gd in (16) [5]. The solid black line shows the predic-
tion for the QCD axion, which lies safely below the BBN
bound. Static EDM searches exclude the region to the
left of the blue dashed line [6, 7, 16], and a conserva-
tive bound from SN 1987A excludes the region above the
green dashed line [16, 17]. Model-dependent constraints
also arise from the axion’s coupling to E ·B (not shown,
see [1]).

Our BBN analysis neglects the temperature depen-
dence of the axion mass. If such temperature depen-
dence is important, then in the parameter space defined
by (4) the axion mass may go negative at some time be-
tween now (z = 0) and BBN (z ⇠ 1010). In this case,

BBN would see a value of ✓ dependent on the extra PQ
breaking dynamics, regardless of its value today. Thus ✓
would naturally be O(1), strengthening the bound. Al-
ternatively, if the QCD-induced contribution to the axion
mass increases between today and TF , the BBN bound
is weakened. Resolving this issue requires understanding
the axion mass at temperatures significantly below TF .

To conclude, we showed that the production of 4He
during BBN provides a novel constraint on the coupling
of axion DM to QCD. In particular, BBN excludes a large
region of axion DM parameter space, with implications
for current and future searches for axion DM-induced nu-
clear EDMs. Our bound is conservative, allowing for 10%
deviation in the predicted amount of 4He and ignoring de-
viations in the abundances of other light elements, such
as deuterium. Moreover, we reviewed the fact that if an
axion lives anywhere above the black line in Fig. 1, then
the strong CP problem is reintroduced and made worse.

Axion DM that couples to QCD induces operators in
the chiral Lagrangian that redshift up in the early Uni-
verse. For ma fa ⇠ 10�9 GeV2, the perturbation pa-
rameter a/fa that controls these operators approaches
order unity at the time of BBN, even though it is neg-
ligible today. As a result, much of this parameter space
is excluded. It would be interesting to investigate other
constraints on these operators that may arise from astro-
physics.
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FIG. 1: Left panel: BBN excluded region in the (gd, ma) plane is shown in orange. Other constraints include static EDM
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out in [20]. This nuclear mass di↵erence is again dictated
by ChPT and is directly related to the axion-induced
EDM. Second, the e↵ective ✓ term induced by axion DM
redshifts in the early universe, roughly as ✓ ⇠ (1+ z)3/2.
Thus, while the e↵ect of axion DM on the neutron-proton
mass di↵erence today seems unobservably small, it can be
large enough to disturb the production of light elements
at the time of BBN (redshift z ⇠ 1010).

We begin by recalling the results from ChPT that re-
late the axion mass and some of its couplings. Consid-
ering only the axion and strongly-interacting SM fields
just above the QCD scale, the most general e↵ective La-
grangian that connects the axion to the SM and respects
the axion shift symmetry is

L = � a

fa

Ga
µ⌫G̃

aµ⌫

32⇡2

� @µa

fa

X

 

c  ̄�̄
µ (5)

to leading order in f�1

a [21]. The left-handed Weyl
spinors  include u, uc, d, dc etc. They are allowed to
have derivative couplings to the axion a, with model-
dependent coe�cients c that may be o↵-diagonal in fla-
vor space. Below the QCD scale, (5) is translated to the
chiral Lagrangian. This is done most easily by first per-
forming a spacetime-dependent chiral phase redefinition
of the quark fields to eliminate the GG̃ term and replac-
ing it by a complex phase in the quark mass matrix along
with finite shifts in the coe�cients c .

From this point on, the axion couplings with pions and
nucleons may be computed from ordinary ChPT. The
axion enters into the chiral Lagrangian only through the
quark mass spurion and through mixed derivative cou-
plings with the neutral pion. Working in the physical
basis after diagonalizing the axion-pion mass matrix and
kinetic terms, we are particularly interested in the fol-
lowing terms in the chiral Lagrangian [20, 22]:

L �� 1

2

f2

⇡m2

⇡mumd

(mu + md)2

✓
a

fa

◆
2

�N̄⇡ · �
✓

i�5g⇡NN � 2 ḡ⇡NN
a

fa

◆
N

+
f⇡ ḡ⇡NN

2

md � mu

md + mu

✓
a

fa

◆
2

N̄�3N .

(6)

Here N =

✓
p
n

◆
are the nucleons, and the nu-

merical couplings are g⇡NN ⇡ 13.5 and ḡ⇡NN ⇡
mumd

mu+md

2(M⌅�M⌃)

(2ms�mu�md)f⇡
⇡ 0.023.

The first line in (6) is the irreducible contribution to
the axion mass quoted in (2). We know of no way to
eliminate this contribution for an axion with decay con-
stant fa besides to cancel it with some unrelated mass
correction associated with some new Lagrangian term
�L(a) / �m2(a + �✓)2. Such a cancelation would in-
volve fine-tuning the parameter �m2 by an amount

�
mass ⇠ f2

a m2

a

f2

⇡m2

⇡

⇠ 10�14

✓
fa ma

10�9 GeV2

◆
2

. (7)

Moreover, �✓ must also be tuned to not spoil the solution
to the strong CP problem, thereby restoring it on top of
the mass fine-tuning in (7).
The second line in (6) gives the dominant contribution

to the axion-induced neutron EDM [18, 22],

dn ⇡
✓

a

fa

◆
eg⇡NN ḡ⇡NN

4⇡2

ln(4⇡f⇡/m⇡)

mN
, (8)

with mN the nucleon mass in the limit of vanishing up
and down quark masses.
The third line in (6) gives the axion-induced neutron-

proton mass splitting,

mn � mp = Q
0

+ �Q ,

�Q ⇡ f⇡ ḡ⇡NN

2

✓
md � mu

md + mu

◆✓
a

fa

◆
2

⇡
�
0.37 MeV

�✓ a

fa

◆
2

,

(9)

when evaluated on a classical axion-field background.
Q

0

⇡ 1.293 MeV is the measured mass di↵erence between
the neutron and proton. Thus, an axion field that induces
a nuclear EDM also a↵ects the neutron-proton mass split-
ting in a directly related way. Moreover, the relation
between the two e↵ects does not depend on the model-
dependent c coe�cients, to leading order in 1/fa.2 We
now explore the consequence of the shift in the nuclear
mass di↵erence on nucleosynthesis.
For ma � H(z), where H(z) is the proper Hub-

ble expansion rate at redshift z, the axion DM may be
treated as an ensemble of Bose-Einstein condensed non-
relativistic particles [15]. Neglecting any temperature de-
pendence in ma, the time-dependent e↵ective ✓ angle in
this limit is

✓
e↵

(t) = (1 + z(t))3/2

p
2⇢̄

DM

fa ma
cos(mat)

⇡ 5⇥ 10�9

✓
GeV2

fama

◆✓
1 + z(t)

1010

◆
3/2

cos(mat) ,

(10)

where ⇢̄
DM

⇡ 2.7⇥10�27 kg/m3 is the mean cosmological
DM energy density today [23]. Neutron freeze-out occurs
at temperatures of order 1 MeV, meaning that (10) is
adequate for calculating a BBN bound as long as ma ��
1 MeV

�
2

/m
pl

⇡ 10�16 eV. We begin by discussing ma

in this regime and extend the calculation to the ultra-
light regime, ma ⌧ 10�16 eV, later.
Substituting (10) into (9) shows that axion DM in-

creases the mass di↵erence between the neutron and pro-
ton at BBN. This reduces the relative occupation num-
ber of neutrons compared to that of protons in thermal

2 The relation between the nuclear EDM and the neutron-proton
mass splitting could be modified if we allow for other sources of
explicit PQ symmetry breaking beyond the mass-tuning term.
We do not consider such possibilities in this Letter.
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A Simple Model for Neutrino Cooling
of the Large Magellanic Cloud Supernova

D. N. SPERGEL, T. PIRAN, A. LOEB,* J. GOOi)MAN, J. N. BAHcALL

A simplified analytic model of a cooling hot neutron star, motivated by detailed
computer calculations, describes well the neutrinos detected from the recent supernova
in the Large Mageilanic Cloud. The observations do not require explanations that
invoke exotic physics or complicated astrophysics. The parameters in this simple model
are not severely constrained: 6.1+3_1 x 1052 ergs emitted in electron antineutrinos, a
peak temperature of 4.2:!82 megaelectron volts, a radius of 27!15 kilometers, and a
cooling time of 4.5+20 seconds.

T HE DETECITION OF NEUTRINOS
from the Large Magellanic Cloud
(LMC) supernova (SN1987a) by the

Kamiokande II (1) and the Irvine-Michi-
gan-Brookhaven (IMB) (2) detectors was an
epochal event in astronomy and physics.
Most of the energy of the recent LMC
supernova was emitted in neutrinos, a con-
firmation of the standard picture of core
collapse (3, 4).
The physics of the explosion was compli-

cated and requires detailed models for a
correct description. However, the success of
the simplified model described here suggests
that the data from the LMC supernova are
too sparse to discriminate among more so-
phisticated models or to justify inventing
exotic new physics. In order to test in more
detail our understanding of stellar collapse,
we must await detection of a galactic core
collapse [-50 times as many events expected
at a rate of order one collapse event every 8
years (5)] or the availability of much larger
detectors to observe stellar collapses in other
galaxies.
The fluences and temperatures inferred

from the neutrino observations were con-
sistent with pre-supernova expectations (6,
7). However, there is one unexpected fea-
ture of the LMC supemova neutrino data:
the 7.3-second gap between the first eight
and last three events in the Kamiokande II

D. N. Spergel, A. Loeb, J. Goodman, J. N. Bahcall,
Institute for Advanced Study, Princeton, NJ 08540.
T. Piran, Institute for Advanced Study, Princeton, NJ
08540, and Racah Institute for Physics, Hebrw Univer-
sity, Jerusalem, Israel.

*Permianent address: Sorcq Nudear Research Center,
Yavne, Israel.

data. The Kamiokande II detector observed
eight events in the first 1.9 seconds, fol-
lowed by a quiet period of 7.3 seconds, and
then three events were detected within 3.2
seconds. The IMB detector observed six
events in the first 2.7 seconds, follQwed by a
quiet period of 2.4 seconds, and then two
events were detected within 0.6 second.
Many investigators have claimed that exotic
new physics or complicated astrophysics is
required to understand the arrival times of
the neutrinos (8-10). Figure 1 shows that
the average energy of an event appears to
decline with time and shows the agreement
ofthe data with a cooling blackbody model.
We show that a cooling hot neutron star
model fits well all the observed data and
provides an estimate of the radius ofthe hot
neutron star. We focus on this simple mQdel
to show that it is not necessary to invent
new physics to explain the observation; the
observations can be fit by a simple model
motivated by detailed calculations per-
formed before the occurrence of SN1987a.

4 6
Time (sec)

We combine the IMB and Kamiokande
data sets with the assumption that the first
neutrino in IMB arrivcd at the same time as
the first neutrino observed by Kamiokande;
the offset time is not known precisely. Given
the observed rates, the expected time lag is
-0.25 second. Our conclusions do not
change ifwe include a time lag of this order.
We also neglect neutrino scattering events.
Bahcall et al. (6) considered the angular
distribution and concluded that zero to
three of the first Kamiokande events (2%
significance) and zero to two of the IMB
events (5% significance) may have been the
result of scattering; the inclusion of scatter-
ing did not alter the estimates of neutrino
temperature and would not change any of
the conclusions of this report. These signifi-
cance levels represent the fraction of Monte
Carlo simulations of the angular distribu-
tion of events that have a larger Kolmo-
gorov-Smirnov (KS) measure than the ob-
servations.
The temporal structure of the combined

data can be fitted by an exponentially decay-
ing flux F a exp[-(ln2)t/tv2], where
tv2= 2-+o seconds is the decay constant
(see Fig. 2). (All numbers in this report are
quoted with 95% confidence limits.) Monte
Carlo simulations of data drawn from this
function show that a worse fit for the KS
measure would be obtained in 10% of the
cases. The exponential decay is not'unique,
and other finctional forms {such as F x
exp[- (t/T) 2] with the first half of the
events arriving in the first tL = 2.8T=
1.4I&8 seconds} can provide even better fits
to the data (see Fig. 2). Although these
functions fit the observed temporal struc-
ture, they do not explain the apparent rela-
tion between time of arrival and average
energy of the events.
When the core of a massive star can no

longer support itself, it collapses rapidly on a
dynamical time scale of milliseconds. When
the density in the core reaches nuclear densi-
ties, nuclear pressure stops the collapse, and
in this core bounce the gravitational binding
energy is converted into thermal energy.

Fig. 1. Energy ofthe observed neu-
trino events in Kamiokande II (A)
and IMB (U) as function oftime of
arrival. The dashed line shows the
expected average energy ofan event
in IMB based on the cooling black-
body model with To = 4.2 MeV
and r = 4.5 seconds. The dotted
lineshowstheexpectedaverageen-

8 10 12 ergy of an event in Kamiokande.
[Data and error bars from (1, 2).]
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cooling time of 4.5+20 seconds.

T HE DETECITION OF NEUTRINOS
from the Large Magellanic Cloud
(LMC) supernova (SN1987a) by the

Kamiokande II (1) and the Irvine-Michi-
gan-Brookhaven (IMB) (2) detectors was an
epochal event in astronomy and physics.
Most of the energy of the recent LMC
supernova was emitted in neutrinos, a con-
firmation of the standard picture of core
collapse (3, 4).
The physics of the explosion was compli-

cated and requires detailed models for a
correct description. However, the success of
the simplified model described here suggests
that the data from the LMC supernova are
too sparse to discriminate among more so-
phisticated models or to justify inventing
exotic new physics. In order to test in more
detail our understanding of stellar collapse,
we must await detection of a galactic core
collapse [-50 times as many events expected
at a rate of order one collapse event every 8
years (5)] or the availability of much larger
detectors to observe stellar collapses in other
galaxies.
The fluences and temperatures inferred

from the neutrino observations were con-
sistent with pre-supernova expectations (6,
7). However, there is one unexpected fea-
ture of the LMC supemova neutrino data:
the 7.3-second gap between the first eight
and last three events in the Kamiokande II

D. N. Spergel, A. Loeb, J. Goodman, J. N. Bahcall,
Institute for Advanced Study, Princeton, NJ 08540.
T. Piran, Institute for Advanced Study, Princeton, NJ
08540, and Racah Institute for Physics, Hebrw Univer-
sity, Jerusalem, Israel.

*Permianent address: Sorcq Nudear Research Center,
Yavne, Israel.

data. The Kamiokande II detector observed
eight events in the first 1.9 seconds, fol-
lowed by a quiet period of 7.3 seconds, and
then three events were detected within 3.2
seconds. The IMB detector observed six
events in the first 2.7 seconds, follQwed by a
quiet period of 2.4 seconds, and then two
events were detected within 0.6 second.
Many investigators have claimed that exotic
new physics or complicated astrophysics is
required to understand the arrival times of
the neutrinos (8-10). Figure 1 shows that
the average energy of an event appears to
decline with time and shows the agreement
ofthe data with a cooling blackbody model.
We show that a cooling hot neutron star
model fits well all the observed data and
provides an estimate of the radius ofthe hot
neutron star. We focus on this simple mQdel
to show that it is not necessary to invent
new physics to explain the observation; the
observations can be fit by a simple model
motivated by detailed calculations per-
formed before the occurrence of SN1987a.

4 6
Time (sec)

We combine the IMB and Kamiokande
data sets with the assumption that the first
neutrino in IMB arrivcd at the same time as
the first neutrino observed by Kamiokande;
the offset time is not known precisely. Given
the observed rates, the expected time lag is
-0.25 second. Our conclusions do not
change ifwe include a time lag of this order.
We also neglect neutrino scattering events.
Bahcall et al. (6) considered the angular
distribution and concluded that zero to
three of the first Kamiokande events (2%
significance) and zero to two of the IMB
events (5% significance) may have been the
result of scattering; the inclusion of scatter-
ing did not alter the estimates of neutrino
temperature and would not change any of
the conclusions of this report. These signifi-
cance levels represent the fraction of Monte
Carlo simulations of the angular distribu-
tion of events that have a larger Kolmo-
gorov-Smirnov (KS) measure than the ob-
servations.
The temporal structure of the combined

data can be fitted by an exponentially decay-
ing flux F a exp[-(ln2)t/tv2], where
tv2= 2-+o seconds is the decay constant
(see Fig. 2). (All numbers in this report are
quoted with 95% confidence limits.) Monte
Carlo simulations of data drawn from this
function show that a worse fit for the KS
measure would be obtained in 10% of the
cases. The exponential decay is not'unique,
and other finctional forms {such as F x
exp[- (t/T) 2] with the first half of the
events arriving in the first tL = 2.8T=
1.4I&8 seconds} can provide even better fits
to the data (see Fig. 2). Although these
functions fit the observed temporal struc-
ture, they do not explain the apparent rela-
tion between time of arrival and average
energy of the events.
When the core of a massive star can no

longer support itself, it collapses rapidly on a
dynamical time scale of milliseconds. When
the density in the core reaches nuclear densi-
ties, nuclear pressure stops the collapse, and
in this core bounce the gravitational binding
energy is converted into thermal energy.

Fig. 1. Energy ofthe observed neu-
trino events in Kamiokande II (A)
and IMB (U) as function oftime of
arrival. The dashed line shows the
expected average energy ofan event
in IMB based on the cooling black-
body model with To = 4.2 MeV
and r = 4.5 seconds. The dotted
lineshowstheexpectedaverageen-

8 10 12 ergy of an event in Kamiokande.
[Data and error bars from (1, 2).]
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ABSTRACT

We present results of a systematic study of failing core-collapse supernovae and the formation of stellar-mass black
holes (BHs). Using our open-source general-relativistic 1.5D code GR1D equipped with a three-species neutrino
leakage/heating scheme and over 100 presupernova models, we study the effects of the choice of nuclear equation
of state (EOS), zero-age main sequence (ZAMS) mass and metallicity, rotation, and mass-loss prescription on
BH formation. We find that the outcome, for a given EOS, can be estimated, to first order, by a single parameter,
the compactness of the stellar core at bounce. By comparing protoneutron star (PNS) structure at the onset
of gravitational instability with solutions of the Tolman–Oppenheimer–Volkof equations, we find that thermal
pressure support in the outer PNS core is responsible for raising the maximum PNS mass by up to 25% above the
cold NS value. By artificially increasing neutrino heating, we find the critical neutrino heating efficiency required
for exploding a given progenitor structure and connect these findings with ZAMS conditions, establishing, albeit
approximately, for the first time based on actual collapse simulations, the mapping between ZAMS parameters and
the outcome of core collapse. We also study the effect of progenitor rotation and find that the dimensionless spin of
nascent BHs may be robustly limited below a∗ = Jc/GM2 = 1 by the appearance of nonaxisymmetric rotational
instabilities.

Key words: black hole physics – equation of state – hydrodynamics – neutrinos – stars: evolution – stars: mass-loss
– stars: neutron – supernovae: general

Online-only material: color figures

1. INTRODUCTION

Massive stars with zero-age main sequence (ZAMS) masses
MZAMS in the range of 8–10 M# ! MZAMS ! 100–150 M# end
their lives with the gravitationally induced catastrophic collapse
of their electron-degenerate iron core to nuclear densities. There,
the nuclear equation of state (EOS) stiffens and stabilizes the
inner core, which overshoots its new equilibrium and bounces
back, launching a hydrodynamic shock. The shock initially
races through the still collapsing outer core, but soon stalls
and turns into an accretion shock (at r ∼ 100–200 km) due to
the dissociation of heavy nuclei at the shock front and neutrino
losses from the postshock region (Bethe 1990). The shock must
be revived to drive a core-collapse supernova (CCSN) and the
precise nature of the responsible CCSN mechanism has been a
topic of intense research for decades (e.g., Arnett 1966; Colgate
& White 1966; Bethe & Wilson 1985; Janka et al. 2007; Burrows
et al. 2006, 2007b; Murphy & Burrows 2008; Marek & Janka
2009; Nordhaus et al. 2010, and references there in).

A neutron star (NS) is left behind by a CCSN that explodes
soon after bounce and successfully unbinds its stellar mantle.
However, a stellar-mass black hole (BH) may be the outcome:
(1) if in a successful, but perhaps weak, CCSN fallback accretion
pushes the nascent NS over its mass limit; (2) if nuclear phase
transitions during protoneutron star (PNS) cooling occur or if
PNS cooling reduces pressure support in a hyper-massive PNS;
or (3) if the CCSN mechanism lacks efficacy and fails to revive
the shock and continued accretion pushes the PNS over its
maximum mass. In this last channel to a stellar-mass BH, there
is no electromagnetic (EM) signal other than the disappearance
of the original star. Such “unnovae” (Kochanek et al. 2008),
failing CCSNe, are the topic of this paper.

In ordinary massive stars that hydrostatically form degenerate
iron cores, BH formation, in any scenario, is never prompt (e.g.,

Burrows 1988; Ott & O’Connor 2010). It is always preceded by
an extended PNS phase giving rise to copious emission of both
neutrinos (Burrows 1988; Beacom et al. 2001) and gravitational
waves (Ott 2009) until the PNS is engulfed by the BH horizon.
The EM silence expected in a failed CCSN may be broken after
all, if sufficient and appropriately distributed angular momentum
is present to allow for a Keplerian accretion disk to form
near the BH, permitting a collapsar (Woosley 1993) gamma-
ray burst (GRB) central engine to operate and drive relativistic
outflows.

It is currently unclear what fraction of massive stars form
BHs and through which channel. Pre-explosion observations
of progenitors of successful CCSNe suggest progenitor masses
!17–20 M# (Smartt et al. 2009) for standard Type II-P super-
novae. Assuming, as suggested by Smartt et al. (2009), that most
other CCSNe fail or make BHs after a successful explosion, this
would correspond to a BH fraction of !30%–35% of massive
stars above 8 M#. However, alternative interpretations exist and
have been summarized by Smith et al. (2010). Theoretical work
by Timmes et al. (1996), Fryer (1999), Heger et al. (2003), and
Eldridge & Tout (2004) provided rough estimates on the out-
comes of stellar collapse as a function of progenitor ZAMS mass
and metallicity. Leaving effects due to binary evolution aside,
Zhang et al. (2008) performed an extensive study of fallback in
artificially driven spherically symmetric CCSN explosions and
estimated that zero-metallicity stars form BHs in 20%–50% of
all core-collapse events with an average BH mass of 6–10 M#.
For solar-metallicity stars, due to increased mass loss during
evolution, Zhang et al. (2008) found BHs to form at a signifi-
cantly lower rate and initial mass. They predict BH fractions in
the range of 10%–25% with typical initial BH masses of 3 M#.
This is in rough agreement with previous population synthesis
calculations of Fryer & Kalogera (2001) and Belczynski et al.
(2002).

1

tBH ~ 1-3 sec 
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FIG. 3: Pre-collapse stellar profile (density, temperature, enclosed mass, and specific angular momentum on the equatorial
plane, jz=0) used in CITE simulation (the profile below r = 2 · 108 cm has negligible e↵ect on the results, see text for details).
The density, temperature, and enclosed mass profiles are similar to pre-collapse profiles of a 20M� star (dashed gray), calculated
by Roni Waldman with MESA [47].

The stellar profile defined here is designed to achieve tdisc ⇡ 5 sec and disc neutrino luminosity L⌫̄
e

⇠ 1051 erg/sec.
An estimate of the disc formation time is given by

tdisc ⇡ 2tff (rf ) = ⇡

s
r3f

2GM(rf )
. (4)

Here tff (r) is the free-fall time at pre-collapse radial coordinate r, M(r) is the enclosed mass, and rf is the radial
coordinate on the z = 0 plane where the centrifugal force fraction f first becomes greater than zero. The factor of
2 in Eq. (4) sums (i) the (almost) free-fall trajectory of the mass element initially at rf down to the disc formation
radius rdisc ⇡ (f/2)rf ⌧ rf , and (ii) the time it takes the rarefaction wave starting at core-collapse to propagate out
from r = 0 to rf [Because the initial profile is in hydrostatic equilibrium, this sound travel time is again roughly equal
to the free-fall time at rf ; 20]. In Fig. 3, rf = 1.2 · 109 cm and M(rf ) = 2.34 M�, so we estimate tdisc ⇡ 5.2 sec.

The disc neutrino luminosity can be estimated by the gravitational binding energy accreting through the disc,

L⌫̄
e

⇠ GMdiscṀdisc

2rdisc
⇡ 1051


(f/2) rf
107 cm

��1


M(rf )

2M�

� "
Ṁdisc

0.05M�/sec

#
erg/sec. (5)

This estimate assumes that half the disc emission is in ⌫̄e. We scaled the mass accretion rate through the disc by a
typical value.

Note that Eqs. (4-5) are only used to tune the initial stellar profile before running the numerical simulations. We
do not use these estimates in the numerical calculations described next.

B. Simulations and results

The problem considered is axisymmetric, allowing the use of two-dimensional numerical simulations with high
resolution. We employ the FLASH4.0 code with thermonuclear burning (Eulerian, adaptive mesh refinement [48])
using cylindrical coordinates (R, z) to calculate one quadrant, with angular momentum implementation as in Kushnir
[21]. Layers below the inner boundary, r

inner

, are assumed to have already collapsed, and the pressure within this
radius is held at zero throughout the simulation. We assume that neutrinos escape freely through the outer layers.

We perform two di↵erent simulation runs based on the same stellar profile.

1. First, the thermonuclear explosion was calculated with r
inner

= 60 km, a resolution (i.e. minimal allowed cell
size within the most resolved regions) of ⇡14 km and a 13-isotope ↵-chain reaction network (similar to the
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This estimate assumes that half the disc emission is in ⌫̄e. We scaled the mass accretion rate through the disc by a
typical value.

Note that Eqs. (4-5) are only used to tune the initial stellar profile before running the numerical simulations. We
do not use these estimates in the numerical calculations described next.

B. Simulations and results

The problem considered is axisymmetric, allowing the use of two-dimensional numerical simulations with high
resolution. We employ the FLASH4.0 code with thermonuclear burning (Eulerian, adaptive mesh refinement [48])
using cylindrical coordinates (R, z) to calculate one quadrant, with angular momentum implementation as in Kushnir
[21]. Layers below the inner boundary, r

inner

, are assumed to have already collapsed, and the pressure within this
radius is held at zero throughout the simulation. We assume that neutrinos escape freely through the outer layers.

We perform two di↵erent simulation runs based on the same stellar profile.

1. First, the thermonuclear explosion was calculated with r
inner

= 60 km, a resolution (i.e. minimal allowed cell
size within the most resolved regions) of ⇡14 km and a 13-isotope ↵-chain reaction network (similar to the
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APPROX13 network supplied with FLASH with slightly updated rates for specific reactions, especially fixing
a typo for the reaction 28Si(↵, �)32S, which reduced the reaction rate by a factor ⇡4). This setup is su�cient
for calculating the disc formation, RIAS launch, and the resulting thermonuclear explosion. An ignition of
a detonation wave was obtained at t ⇡ 25 sec, which resulted in an explosion with E

kin

⇡ 6 · 1050 erg and
M

Ni

⇡ 0.035M�. Both of these values are in the ballpark of, though smaller by a factor of ⇡2 � 3 than the
observed values of SN1987A [23].

2. Second, to calculate the neutrino light curve we used r
inner

= 30 km, a resolution of ⇡2 km and the APPROX19
reaction network (to allow helium disintegration to nucleons). The required high resolution and small value of
r
inner

allowed us to continue the calculation for only a few seconds after the disc formed. The nucleon conversion

rates were estimated by ⇡9 · 1023
�
T/1011 K

�
6

Xn erg s�1 g�1 [49], where Xn is the mass fraction of neutrons.
The baryonic mass below r

inner

reached 2M� at ⇡2.5 sec and the RIAS formed at t
disc

⇡ 5 sec, increasing L⌫̄
e

to ⇡ 5 · 1050 erg s�1 where the mean energy of the neutrinos7 is estimated by hE⌫̄
e

i ⇡ 10MeV (see Fig. 4).

A snapshot of the disc and RIAS at time 5.5 sec is shown in Fig. 5. The neutrino emission originates from radii
30� 100 km, but mostly dominated from 30� 40 km where the typical densities are few⇥ 109 g cm�3.

Increasing the resolution to ⇡1 km changes the results by less than 10%, but increasing r
inner

to 40 km leads to
a reduced luminosity by 30 � 40% and reduced energies by 10%. We conservatively estimate that our results are
accurate to only a factor of a few, as our simulations are Newtonian and velocities of ⇠0.5c are achieved near the
emission region. Furthermore, the Schwartzchild radius of the central BH at this time is Rs ⇡ 10 km, so our disc,
that ignores general relativistic e↵ects, is located not far above the last stable circular orbit. Nevertheless, our results
demonstrate that L⌫̄

e

⇠ 1051 erg s�1 with E⌫̄
e

⇠ 10 MeV is possible for t > t
disc

.
Our results can be compared to those of [34, 36] in the context of the collapsar model, that shared a similar setup to

ours. The latter included a free parameter to account for viscosity e↵ects, finding accretion disc neutrino luminosity
with a range encompassing our result here.

t [s]
5 5.5 6 6.5 7

10
-1

10
0

10
1

Lν̄e
[1051 erg s−1]

〈Eν̄e
〉 [MeV]

FIG. 4: Mean energy (red) and luminosity (black) for ⌫̄e taken from the numerical simulation.

IV. CONCLUSIONS

The neutrino burst of SN1987A has been traditionally used to advocate for the neutrino mechanism operating in
exploding CCSNe. Our goal in this paper was to give a first analysis of the neutrino signal predicted by CITE, as
a competing mechanism of CCSNe, and to compare it to the SN1987A signal. The questions we addressed and our
results are as follows.

7 Mean neutrino energy was approximated from the matter temperature, averaged by neutrino emissivity and assuming ↵ = 2 in Eq. (1).
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FIG. 5: BH accretion disc neutrino luminosity in CITE. Logarithmic temperature map at 5.5 s since collapse with neutrino
emission contours (black, 10 contours logarithmically distributed between 3 · 1019 � 3 · 1020 erg s�1 g�1). The inset shows a
zoomed map around the neutrino emission region.

There is a common claim in the literature that direct BH formation would be incompatible with SN1987A. This
claim is usually based on two arguments: (i) the neutrino mechanism predicts a NS remnant, and/or (ii) direct BH
formation would cut-o↵ the neutrino emission, leaving the signal events at t > 5 sec unexplained.

We find that this claim is, at least currently, unjustified. First, the neutrino mechanism has not yet been shown to
operate successfully and reproduce the observations of SN1987A. Therefore its failure is not a good cause to exclude
BH formation. CITE provides one potential counter example. Second, if the progenitor of SN1987A possessed a
rotating envelope then an accretion disc would form around the BH. Such accretion discs are known to be copious
neutrino emitters and could explain the late-time neutrino events of SN1987A.

In Sec. II we gave a statistical analysis of the neutrino emission in CITE, along the lines used by Loredo and Lamb
[33] to study the neutrino mechanism. While the statistical significance of such analysis is limited by the sparse data,
we find that: (i) there is a hint in the data for a luminosity drop around t ⇠ 2 sec, right in the ballpark where CITE
predicts BH formation; (ii) the neutrino mechanism is in some tension with this luminosity drop, while CITE could
address it naturally.

The neutrino events at t > 5 sec imply that CITE should be operative with RIAS formation as early as that. This is
a nontrivial constraint that was not considered in Kushnir [21]. It can be summarized by Eqs. (4-5) with tdisc ⇡ 5 sec
and L⌫̄

e

⇡ 1051 erg/sec. In Sec. III we performed 2D numerical simulations guided by these constraints. Without yet
attempting a systematic survey of possible profiles, we were able to find such profile that yields an explosion in the
rough ballpark of the observations (E

kin

about a factor of 3 and M
Ni

about a factor of 2 below that of SN1987A).
Further study of di↵erent initial profiles is needed to derive more conclusive results. We also gave order of magnitude
estimates of the luminosity and spectrum of the neutrino emission produced by the BH accretion disc at the base of
the RIAS, finding rough consistency with the data.

We close with comments on further work.

• We are eager to see independent simulations of CITE, to compare with the work of Kushnir [21]. Kfir: I

removed the profile item. It is included in the first item.

• Many particle physics analyses used the neutrino burst of SN1987A to constrain new physics beyond the Standard
Model, such as axions or sterile neutrinos. Most of these works assumed PNS cooling luminosity, as suggested

Blum & Kushnir, 1601.03422 

Collapse-induced thermonuclear explosion (CITE): 
Kushnir, 1506.02655 
Kushnir, 1502.03111 
Kushnir & Katz, ApJ. 811 (2015) no.2, 97 
Burbidge et al, Rev. Mod. Phys. 29, 547 (1957) 
Hoyle & Fowler, ApJ 132, 565 (1960) 
Fowler & Hoyle, ApJS 9, 201 (1964) 
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To be clear:  
p & He are primary CRs: the heart of the beast. 

Some results from AMS02: 

Also expect: CALET (Marrocchesi, 1512.08059), ISS-CREAM (2017?)  
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Fig. 40. 2-dimensional marginal distributions in the pann–ns
plane for Planck TT+lowP (red), EE+lowP (yellow), TE+lowP
(green), and Planck TT,TE,EE+lowP (blue) data combinations.
We also show the constraints obtained using WMAP9 data (light
blue).

We then add pann as an additional parameter to those of the base
⇤CDM cosmology. Table 6 shows the constraints for various
data combinations.

Table 6. Constraints on pann in units of cm3 s�1 GeV�1.

Data combinations pann (95 % upper limits)

TT+lowP . . . . . . . . . . . . . . . . . < 5.7 ⇥ 10�27

EE+lowP . . . . . . . . . . . . . . . . . < 1.4 ⇥ 10�27

TE+lowP . . . . . . . . . . . . . . . . . < 5.9 ⇥ 10�28

TT+lowP+lensing . . . . . . . . . . . < 4.4 ⇥ 10�27

TT,TE,EE+lowP . . . . . . . . . . . . < 4.1 ⇥ 10�28

TT,TE,EE+lowP+lensing . . . . . . < 3.4 ⇥ 10�28

TT,TE,EE+lowP+ext . . . . . . . . . < 3.5 ⇥ 10�28

The constraints on pann from the Planck TT+lowP spec-
tra are about 3 times weaker than the 95 % limit of pann <
2.1 ⇥ 10�27 cm3 s�1 GeV�1 derived from WMAP9, which in-
cludes WMAP polarization data at low multipoles. However, the
Planck T E or EE spectra improve the constraints on pann by
about an order of magnitude compared to those from Planck TT
alone. This is because the main e↵ect of dark matter annihila-
tion is to increase the width of last scattering, leading to a sup-
pression of the amplitude of the peaks both in temperature and
polarization. As a result, the e↵ects of DM annihilation on the
power spectra at high multipole are degenerate with other param-
eters of base ⇤CDM, such as ns and As (Chen & Kamionkowski
2004; Padmanabhan & Finkbeiner 2005). At large angular scales
(` . 200), however, dark matter annihilation can produce an
enhancement in polarization caused by the increased ionization
fraction in the freeze-out tail following recombination. As a re-
sult, large-angle polarization information is crucial in breaking
the degeneracies between parameters, as illustrated in Fig. 40.
The strongest constraints on pann therefore come from the full
Planck temperature and polarization likelihood and there is little
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Fermi GC

Fig. 41. Constraints on the self-annihilation cross-section at re-
combination, h�3iz⇤ , times the e�ciency parameter, fe↵ (Eq. 81).
The blue area shows the parameter space excluded by the Planck
TT,TE,EE+lowP data at 95 % CL. The yellow line indicates the
constraint using WMAP9 data. The dashed green line delineates
the region ultimately accessible by a cosmic variance limited ex-
periment with angular resolution comparable to that of Planck.
The horizontal red band includes the values of the thermal-relic
cross-section multiplied by the appropriate fe↵ for di↵erent DM
annihilation channels. The dark grey circles show the best-fit
DM models for the PAMELA/AMS-02/Fermi cosmic-ray ex-
cesses, as calculated in Cholis & Hooper (2013) (caption of their
figure 6). The light grey stars show the best-fit DM models for
the Fermi Galactic centre gamma-ray excess, as calculated by
Calore et al. (2014) (their tables I, II, and III), with the light
grey area indicating the astrophysical uncertainties on the best-
fit cross-sections.

improvement if other astrophysical data, or Planck lensing, are
added.30

We verified the robustness of the Planck TT,TE,EE+lowP
constraint by also allowing other extensions of ⇤CDM (Ne↵ ,
dns/d ln k, or YP) to vary together with pann. We found that the
constraint is weakened by up to 20 %. Furthermore, we have ver-
ified that we obtain consistent results when relaxing the priors
on the amplitudes of the Galactic dust templates or if we use the
CamSpec likelihood instead of the baseline Plik likelihood.

Figure 41 shows the constraints from WMAP9, Planck
TT,TE,EE+lowP, and a forecast for a cosmic variance limited
experiment with similar angular resolution to Planck31. The hor-
izontal red band includes the values of the thermal-relic cross-
section multiplied by the appropriate fe↵ for di↵erent DM anni-
hilation channels. For example, the upper red line corresponds to
fe↵ = 0.67, which is appropriate for a DM particle of mass m� =
10 GeV annihilating into e+e�, while the lower red line corre-
sponds to fe↵ = 0.13, for a DM particle annihilating into 2⇡+⇡�
through an intermediate mediator (see e.g., Arkani-Hamed et al.
2009). The Planck data exclude at 95 % confidence level a ther-

30It is interesting to note that the constraint derived from Planck
TT,TE,EE+lowP is consistent with the forecast given in Galli et al.
(2009), pann < 3 ⇥ 10�28 cm3 s�1 GeV�1.

31We assumed that the cosmic variance limited experiment would
measure the angular power spectra up to a maximum multipole of
`max = 2500, observing a sky fraction fsky = 0.65.
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Figure 2. N -body simulations of the interaction between a dark-matter (DM) and globular-cluster (GC) stellar stream. The
stellar stream is shown at the point of closest approach between the stream and the dark-matter progenitor. The dark-matter is
displayed 125 pc/( km s�1) (⇡ 125Myr) before and 125 pc/( km s�1) after the interaction, which is the time interval over which
the DM and GC streams are evolved together. The orbit of the dark-matter progenitor during this time is given in red. Three
di↵erent dark-matter streams are generated by letting the dark-matter disrupt for di↵erent amounts of time. In the simulation
on the left, the DM stream is only starting to form, in the middle panel a long DM stream is in the process of forming, and on
the right the DM subhalo is fully disrupted, but still forms a coherent stream.

the stellar-stream particles after the interaction in the
host potential and comparing the velocity with that of
the particles in a simulation of the stellar stream with
the same initial conditions, but without the dark-mater
subhalo. These velocity kicks are displayed in Figure 3
as a function of angle along the stream. Compared to
the kicks from an interaction with a surviving subhalo
on the same orbit as the dark-matter stream, which peak
at ⇡ (0.4, 0.4, 1.8) km s�1 in (v

x

, v
y

, v
z

) and are approx-
imately zero by |✓k| = 1, it is clear that the kicks are
smaller and act over a more extended part of the stream,
in agreement with the considerations based on the im-
pulse approximation above. Interestingly, the kicks in v

x

are larger than that for the surviving-subhalo interaction,
with a similar amplitude for streams of di↵erent lengths.

To understand the dynamics in the N -body simula-
tion further, I estimate the amount of stream mass pass-
ing through the impact point as a function of time, by
analyzing the dark-matter stream in action-angle coordi-
nates (cf. Ref. [10]). I then compute the kicks using the
impulse approximation above, accounting for the move-
ment of the stellar stream during the interaction. The
motions of the particles in the most di↵use stream are
consistent with being test particles in the host potential,
but for the dark-matter streams that are still in the pro-
cess of tidal disruption I add a small contribution from a
single Plummer sphere to represent the remnant subhalo.
The resulting kicks are displayed as dashed lines in Fig-
ure 3. While the impulse approximation works well for
v
y

and v
z

for the shorter two streams, it fails for the most
di↵use stream and for all streams for v

x

. The solid lines
show kicks computed by representing each dark-matter
stream with a random subsample of 300 particles, mod-

eled as Plummer spheres with r
s

= 10pc and computing
the kicks from each of these 300 interactions indepen-
dently using orbit integration in the host+Plummer po-
tential. For the two shortest streams I again add small
contributions from a subhalo remnant. It is clear that
this approximation to the kicks matches the full N -body
kicks in all dimensions well, even at large o↵sets from
the impact point. This demonstrates that the impulse
approximation breaks down because the orbital motion
of the dark-matter stream is important, rather than due
to the non-linear contributions from di↵erent parts of the
stream.
Dark-matter subhalos are more realistically repre-

sented as NFW spheres [26] rather than Plummer
spheres. To determine whether the e↵ects discussed
above are di↵erent for NFW halos, I have repeated the
simulations above, but modeling the dark-matter halos
as NFW halos with M = 108 M�, r

s

= 900 pc, and a
tidal truncation radius of 2 kpc (chosen to be similar to
subhalos in the Via Lactea-2 simulation [27] in the mass
and radial range considered here). The particle data for
this NFW halo is sampled using the method of Ref. [28].
These NFW DM halos disrupt and form tidal tails of
almost the same length and width as those in the Plum-
mer simulation above, and the e↵ect on the GC stream
is qualitatively the same.
Discussion—Stellar streams within tens of kpc from

the Galactic center typically encounter a few subhalos
with masses of 108 to 109 M� [20]. Many of these may
be in the process of tidal disruption and give rise to veloc-
ity kicks along the stellar streams similar to those in Fig-
ures 1 and 3. These kicks a↵ect a larger part of the stream
and are slightly lower in amplitude. In standard analy-
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FIG. 3: Pre-collapse stellar profile (density, temperature, enclosed mass, and specific angular momentum on the equatorial
plane, jz=0) used in CITE simulation (the profile below r = 2 · 108 cm has negligible e↵ect on the results, see text for details).
The density, temperature, and enclosed mass profiles are similar to pre-collapse profiles of a 20M� star (dashed gray), calculated
by Roni Waldman with MESA [47].

The stellar profile defined here is designed to achieve tdisc ⇡ 5 sec and disc neutrino luminosity L⌫̄
e

⇠ 1051 erg/sec.
An estimate of the disc formation time is given by

tdisc ⇡ 2tff (rf ) = ⇡

s
r3f

2GM(rf )
. (4)

Here tff (r) is the free-fall time at pre-collapse radial coordinate r, M(r) is the enclosed mass, and rf is the radial
coordinate on the z = 0 plane where the centrifugal force fraction f first becomes greater than zero. The factor of
2 in Eq. (4) sums (i) the (almost) free-fall trajectory of the mass element initially at rf down to the disc formation
radius rdisc ⇡ (f/2)rf ⌧ rf , and (ii) the time it takes the rarefaction wave starting at core-collapse to propagate out
from r = 0 to rf [Because the initial profile is in hydrostatic equilibrium, this sound travel time is again roughly equal
to the free-fall time at rf ; 20]. In Fig. 3, rf = 1.2 · 109 cm and M(rf ) = 2.34 M�, so we estimate tdisc ⇡ 5.2 sec.

The disc neutrino luminosity can be estimated by the gravitational binding energy accreting through the disc,

L⌫̄
e

⇠ GMdiscṀdisc

2rdisc
⇡ 1051


(f/2) rf
107 cm

��1


M(rf )

2M�

� "
Ṁdisc

0.05M�/sec

#
erg/sec. (5)

This estimate assumes that half the disc emission is in ⌫̄e. We scaled the mass accretion rate through the disc by a
typical value.

Note that Eqs. (4-5) are only used to tune the initial stellar profile before running the numerical simulations. We
do not use these estimates in the numerical calculations described next.

B. Simulations and results

The problem considered is axisymmetric, allowing the use of two-dimensional numerical simulations with high
resolution. We employ the FLASH4.0 code with thermonuclear burning (Eulerian, adaptive mesh refinement [48])
using cylindrical coordinates (R, z) to calculate one quadrant, with angular momentum implementation as in Kushnir
[21]. Layers below the inner boundary, r

inner

, are assumed to have already collapsed, and the pressure within this
radius is held at zero throughout the simulation. We assume that neutrinos escape freely through the outer layers.

We perform two di↵erent simulation runs based on the same stellar profile.

1. First, the thermonuclear explosion was calculated with r
inner

= 60 km, a resolution (i.e. minimal allowed cell
size within the most resolved regions) of ⇡14 km and a 13-isotope ↵-chain reaction network (similar to the

orders of magnitude will see a signal from any thermal relic
heavier than about a TeV.
We now move on to direct detection of WIMPs. The

precise expression for the rate for direct detection of
WIMPs depends on a variety of factors, including the
DM velocity distribution in the Galactic halo and energy
dependence of the WIMP-nucleus elastic-scattering cross
section. If we approximate the halo DM velocity distribution
as a Maxwell-Boltzmann distribution, the event rate per unit
mass in a DM detector is [1] Γ ¼ ð2=

ffiffiffi
π

p
Þρχv0σN=ðmχmNÞ,

where v0 ≃ 220 km sec−1 is the halo circular speed, σN is
the cross section for elastic scattering of the WIMP from the
nucleus, and mN the target-nucleus mass. The cross section
for WIMP scattering off a nucleus of mass number A is
related to the WIMP-nucleon cross section σχpðnÞ. For
instance, assuming spin-independent (SI) interaction without
isospin violation, the relation is σN ¼ ðA2μ2χp=μ2χNÞσχp,
where μχp and μχN are the reduced masses of the χ-proton
and χ-nucleus systems respectively. Replacing ρχ by the
unitarity limit ρhðΩχ=ΩdmÞ ≥ ρhðmχ=110 TeVÞ2, we infer
that the rate for detection of a WIMP with elastic cross
section σN must satisfy

Γ ≥
2ffiffiffi
π

p ρhv0σN
mχmN

"
mχ

110 TeV

#
2

: ð7Þ

Again, the sensitivity of direct DM searches are usually
shown as plots of the WIMP-proton scattering cross section
σχp versus WIMP massmχ (with an additional constraint for
σχn for spin-dependent (SD) interaction). These constraint
plots then show the largest such cross section allowed based

on a given experiment, assuming that the WIMP makes up
all the DM. In Fig. 2 we show the smallest nominal cross
section σunitχp for a subdominant WIMP, obtained from our
unitarity argument, which would be inferred in this way, for
different values of actual scattering cross section σactualχp .
According to Eq. (7), we have the relation σunitχp ≃
ðmχ=110 TeVÞ2σactualχp . The actual scattering cross section
σactualχp , both SI and SD, in general can be parametrized by an
effective mass scale Λwith σactualχp ¼ μ2χp=ðπΛ4Þ. Note that at
large WIMP massmχ ≫ mp, σactualχp is independent ofmχ for
a fixed Λ.
It is impossible to correlate in a model-independent way

the actual DM-nucleon scattering cross section σactualχp and
the total thermal annihilation cross section constrained by
unitarity. In Fig. 2, for illustration, we therefore chose two
arbitrary examples, one with Λ ¼ 1 TeV and one with the
Standard Model Z boson as the mediator for DM-nucleon
scattering, i.e., Λ≃mZ=gEW. In addition to the unitarity
lower bounds as applied to our two examples for Λ, we also
show the current upper bounds on SI scattering from
LUX, as well as limits on SD scattering from IceCube,
XENON100 and COUPP [23–26]. To emphasize why
Fig. 2 is interesting, note that, for example, we learn from
it that a massive (mχ ≳ 10 GeV) thermal relic Dirac
fermion or charged scalar WIMP, with s-wave dominated
annihilation and elastic scattering, cannot be charged under
the Standard Model SUð2ÞW gauge group. As far as we
know, this is a novel observation: before this paper, a
simple naive way out for such a model could have been to
simply assign the WIMP with some very efficient mode of
annihilation, such that its relic abundance would be small
enough to avoid detection despite an SUð2ÞW charge.
Unitarity excludes this possibility.
Limits from IceCube are directly based on energetic

neutrinos from WIMPs that are captured and then
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FIG. 1 (color online). Thermal averaged cross section times
relative velocity hσvi versus WIMP massmχ . The horizontal gray
band shows the canonical cross section for a thermal relic making
up the dark matter. The black line is the largest annihilation cross
section consistent with unitarity. The purple and cyan curves
show an estimate of the smallest hσvi detectable by CTA with
500 hours of observation time [21], assuming annihilation to
τþτ− or WþW− pairs, and assuming that the WIMP makes up all
the halo dark matter. The red line shows the smallest inferred hσvi
that would be possible for a subdominant WIMP.
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FIG. 2 (color online). WIMP-proton elastic-scattering cross
section versus WIMP mass mχ . Dashed lines show the current
upper limits by various experiments, assuming that χ makes up all
the dark matter. Solid blue and red lines denote the minimal
effective WIMP-nucleon cross sections inferred from the unitar-
ity limit, for two different values of the actual scattering cross
section σactualχp ¼ μ2χp=πΛ4, corresponding to Λ ¼ 1 TeV and
Λ≃mZ=gEW, respectively. The dotted cyan band shows the
effective cross section at which coherent scattering from back-
ground neutrinos becomes significant [22].
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Figure 19. A test of various MOND models. The symbols in the left panel show the ratio of acceleration due to baryons from the
BR13 model and the measured acceleration for halo stars as a function of the former (blue squares: aR, red dots: aZ). Lines show
MOND predictions for different interpolating functions, µ(x), with x = a/ao, and different values of characteristic acceleration scale, ao
(dot-dashed: µ(x) = x/

√
1 + x2 and ao = 0.53; dashed: µ(x) = x/(1 + x) and ao = 0.22; solid: µ(x) = x/(1 + x0.7) and ao = 0.31; with ao

in units of 10−13 km/s2). The right panel shows distributions of the data/model ratio, using both aR and aZ , for the best-fit model with
dark matter, blue histogram, and the best-fit MOND model (shown by the solid black line in the left panel), red histogram. The thick
dashed lines are best-fit Gaussians with the widths of 0.04 (dark matter model) and 0.11 (MOND model).
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Figure 20. The angle between the measured acceleration vector and the BR13 baryon-based prediction. The largest angles are observed
for R > 10 kpc and Z > 5 kpc. The three vectors correspond to the top right pixel, and the diagonal line is the direction towards the
Galactic center from that pixel. The vector closest to the diagonal line is acceleration predicted by BR13 baryon component (the same
arbitrary length scale is used for all three vectors; angles are correctly displayed). It points approximately towards the Galactic center. The
longest vector is the measured acceleration: it is stronger than the baryon prediction and it points in a different direction (angle between
the two vectors is 9.3 deg.). MOND cannot explain the measured acceleration because it only modifies the length of baryon prediction and
not its direction. For the same reason, a spherical DM halo cannot do it either - its prediction always points directly towards the GC. The
third vector is a prediction by the best-fit oblate dark matter halo. The vector sum of baryon contribution and dark matter contribution
produces the measured acceleration.

16 Loebman et al.

Figure 1. (Left) top down view of the stellar particle distribution (shown on a logarithmic scale) at Z = 0 of the adopted simulated
MW–like galaxy. (Top right) edge-on view of the same stellar particle distribution. The yellow lines indicate the region selected in our
analysis to mimic the SDSS volume. (Bottom right) the number of stellar particles within the selected SDSS volume when binned in 1.0
kpc x 1.0 kpc R-Z bins; this high resolution simulation has enough stellar particles (at least 100 per bin) to conduct a statistical analysis
in the volume probed by SDSS.
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Figure 2. The azimuthally averaged mass density maps of four relevant quantities within the N–body simulation: total, dark matter,
visible, and stellar halo mass. The displayed dynamic range is the same in all panels for easy comparison. Overplotted are logarithmically
spaced isodensity contours; contour tick marks correspond to the direction of decreasing density. Also overplotted in red is the SDSS
footprint within the simulation. (Top left) The total mass density (gas, dark matter and stars) within R ≤ 20 kpc and Z ≤ 10 kpc of the
center of the N–body simulated galaxy. (Top right) The dark matter density within the simulation. The majority of the total mass density
within the SDSS footprint is from the dark matter. (Bottom left) The mass density of all visible matter (gas and stars) within the N–body
simulation. The bulge (R ≤ 5 kpc, Z ≤ 4 kpc) and disk (5 kpc ≤ R ≤ 20 kpc, Z ≤ 2 kpc) structure are evident within this distribution.
(Bottom right) The stellar halo mass density within the simulation. The majority of the visible mass within the SDSS footprint is from
the stellar halo.
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Oblate DM halo? 
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Figure 1. (Left) top down view of the stellar particle distribution (shown on a logarithmic scale) at Z = 0 of the adopted simulated
MW–like galaxy. (Top right) edge-on view of the same stellar particle distribution. The yellow lines indicate the region selected in our
analysis to mimic the SDSS volume. (Bottom right) the number of stellar particles within the selected SDSS volume when binned in 1.0
kpc x 1.0 kpc R-Z bins; this high resolution simulation has enough stellar particles (at least 100 per bin) to conduct a statistical analysis
in the volume probed by SDSS.
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Figure 2. The azimuthally averaged mass density maps of four relevant quantities within the N–body simulation: total, dark matter,
visible, and stellar halo mass. The displayed dynamic range is the same in all panels for easy comparison. Overplotted are logarithmically
spaced isodensity contours; contour tick marks correspond to the direction of decreasing density. Also overplotted in red is the SDSS
footprint within the simulation. (Top left) The total mass density (gas, dark matter and stars) within R ≤ 20 kpc and Z ≤ 10 kpc of the
center of the N–body simulated galaxy. (Top right) The dark matter density within the simulation. The majority of the total mass density
within the SDSS footprint is from the dark matter. (Bottom left) The mass density of all visible matter (gas and stars) within the N–body
simulation. The bulge (R ≤ 5 kpc, Z ≤ 4 kpc) and disk (5 kpc ≤ R ≤ 20 kpc, Z ≤ 2 kpc) structure are evident within this distribution.
(Bottom right) The stellar halo mass density within the simulation. The majority of the visible mass within the SDSS footprint is from
the stellar halo.
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Why Lt = NS binding energy? 
 
 
 
 
Roughly speaking, this is expected in CITE just as well. 
 
The initial phase – PNS accretion luminosity – is the same  
in NM and in CITE.  
 
CITE predicts this phase goes on longer ! O(1) more energy. 
But then again nobody predicts any of this to better than O(1). 
 
 
…compare simulations of the early PNS phase to the data. 



numerical simulations: e.g. Perego et al, Astrophys.J. 806 (2015) 2, 275 (1D) 
 
Red: “PUSH” 
Green: “No PUSH”   ! early phase <1-2 sec can’t tell NM vs. CITE 
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A Simple Model for Neutrino Cooling
of the Large Magellanic Cloud Supernova

D. N. SPERGEL, T. PIRAN, A. LOEB,* J. GOOi)MAN, J. N. BAHcALL

A simplified analytic model of a cooling hot neutron star, motivated by detailed
computer calculations, describes well the neutrinos detected from the recent supernova
in the Large Mageilanic Cloud. The observations do not require explanations that
invoke exotic physics or complicated astrophysics. The parameters in this simple model
are not severely constrained: 6.1+3_1 x 1052 ergs emitted in electron antineutrinos, a
peak temperature of 4.2:!82 megaelectron volts, a radius of 27!15 kilometers, and a
cooling time of 4.5+20 seconds.

T HE DETECITION OF NEUTRINOS
from the Large Magellanic Cloud
(LMC) supernova (SN1987a) by the

Kamiokande II (1) and the Irvine-Michi-
gan-Brookhaven (IMB) (2) detectors was an
epochal event in astronomy and physics.
Most of the energy of the recent LMC
supernova was emitted in neutrinos, a con-
firmation of the standard picture of core
collapse (3, 4).
The physics of the explosion was compli-

cated and requires detailed models for a
correct description. However, the success of
the simplified model described here suggests
that the data from the LMC supernova are
too sparse to discriminate among more so-
phisticated models or to justify inventing
exotic new physics. In order to test in more
detail our understanding of stellar collapse,
we must await detection of a galactic core
collapse [-50 times as many events expected
at a rate of order one collapse event every 8
years (5)] or the availability of much larger
detectors to observe stellar collapses in other
galaxies.
The fluences and temperatures inferred

from the neutrino observations were con-
sistent with pre-supernova expectations (6,
7). However, there is one unexpected fea-
ture of the LMC supemova neutrino data:
the 7.3-second gap between the first eight
and last three events in the Kamiokande II

D. N. Spergel, A. Loeb, J. Goodman, J. N. Bahcall,
Institute for Advanced Study, Princeton, NJ 08540.
T. Piran, Institute for Advanced Study, Princeton, NJ
08540, and Racah Institute for Physics, Hebrw Univer-
sity, Jerusalem, Israel.

*Permianent address: Sorcq Nudear Research Center,
Yavne, Israel.

data. The Kamiokande II detector observed
eight events in the first 1.9 seconds, fol-
lowed by a quiet period of 7.3 seconds, and
then three events were detected within 3.2
seconds. The IMB detector observed six
events in the first 2.7 seconds, follQwed by a
quiet period of 2.4 seconds, and then two
events were detected within 0.6 second.
Many investigators have claimed that exotic
new physics or complicated astrophysics is
required to understand the arrival times of
the neutrinos (8-10). Figure 1 shows that
the average energy of an event appears to
decline with time and shows the agreement
ofthe data with a cooling blackbody model.
We show that a cooling hot neutron star
model fits well all the observed data and
provides an estimate of the radius ofthe hot
neutron star. We focus on this simple mQdel
to show that it is not necessary to invent
new physics to explain the observation; the
observations can be fit by a simple model
motivated by detailed calculations per-
formed before the occurrence of SN1987a.

4 6
Time (sec)

We combine the IMB and Kamiokande
data sets with the assumption that the first
neutrino in IMB arrivcd at the same time as
the first neutrino observed by Kamiokande;
the offset time is not known precisely. Given
the observed rates, the expected time lag is
-0.25 second. Our conclusions do not
change ifwe include a time lag of this order.
We also neglect neutrino scattering events.
Bahcall et al. (6) considered the angular
distribution and concluded that zero to
three of the first Kamiokande events (2%
significance) and zero to two of the IMB
events (5% significance) may have been the
result of scattering; the inclusion of scatter-
ing did not alter the estimates of neutrino
temperature and would not change any of
the conclusions of this report. These signifi-
cance levels represent the fraction of Monte
Carlo simulations of the angular distribu-
tion of events that have a larger Kolmo-
gorov-Smirnov (KS) measure than the ob-
servations.
The temporal structure of the combined

data can be fitted by an exponentially decay-
ing flux F a exp[-(ln2)t/tv2], where
tv2= 2-+o seconds is the decay constant
(see Fig. 2). (All numbers in this report are
quoted with 95% confidence limits.) Monte
Carlo simulations of data drawn from this
function show that a worse fit for the KS
measure would be obtained in 10% of the
cases. The exponential decay is not'unique,
and other finctional forms {such as F x
exp[- (t/T) 2] with the first half of the
events arriving in the first tL = 2.8T=
1.4I&8 seconds} can provide even better fits
to the data (see Fig. 2). Although these
functions fit the observed temporal struc-
ture, they do not explain the apparent rela-
tion between time of arrival and average
energy of the events.
When the core of a massive star can no

longer support itself, it collapses rapidly on a
dynamical time scale of milliseconds. When
the density in the core reaches nuclear densi-
ties, nuclear pressure stops the collapse, and
in this core bounce the gravitational binding
energy is converted into thermal energy.

Fig. 1. Energy ofthe observed neu-
trino events in Kamiokande II (A)
and IMB (U) as function oftime of
arrival. The dashed line shows the
expected average energy ofan event
in IMB based on the cooling black-
body model with To = 4.2 MeV
and r = 4.5 seconds. The dotted
lineshowstheexpectedaverageen-

8 10 12 ergy of an event in Kamiokande.
[Data and error bars from (1, 2).]
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•  Not enough statistics 
•  Simple NS cooling works fine (but mind the gap?) 
 
 
Sure. We have about ~2sigma, no more. 
 
 
 
Thing to keep in mind: 
 
CITE may give an alternative where a gap is natural. 
 



 
Gamma rays from WIMP annihilation: 
 
 
Annihilation rate density in Galactic halo 
 
 
 
Unitarity says: 
 
 
Annihilation rate density limit is independent of M. 

dynamics of thermal freeze-out. For a pair of nonrelativistic
WIMPs annihilating with relative velocity v, partial-wave
unitarity dictates an upper bound [9] σL ≤ 4πð2Lþ 1Þ=
ðm2

χv2Þ, where mχ is the WIMP mass and σL is the partial
cross section for reaction with orbital angular momentum L.
In what follows we focus on the case where WIMP
annihilation is s-wave, or L ¼ 0. We then have

hσvifo ≤ 4πhv−1ifo=m2
χ ; ð1Þ

where hv−1ifo ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mχ=ðπTfoÞ

p ≃ 2.5 is the thermally aver-
aged inverse relative velocity, using the typical value
mχ=Tfo ¼ 20. There then follows a lower limit,

Ωχ=Ωdm ≥ ðmχ=110 TeVÞ2; ð2Þ

to the relic density of WIMPs, in units of the observed DM
density Ωdm, and where the numerical value is updated from
Ref. [9] using the current value Ωdmh2 ≃ 0.11 [12,13]. The
usual unitarity limit mχ ≤ 110 TeV to the WIMP mass
follows from the requirement Ωχ ≤ Ωdm. Improved analysis
on the prediction of a thermal relic DM abundance [14] may
give up to O(1) change in Eq. (2), which is nonetheless a
sufficiently good approximation for the precision goal of
this study.
We now consider gamma rays from DM annihilation in

the halo of the Milky Way. The search for such gamma rays
is actively under way; it is one of the principal science goals
of the Fermi Telescope [15,16] and will also be a target for
the Cherenkov Telescope Array (CTA) [17]. The annihi-
lation rate density is

Qχ ¼ ρ2χhσvih=ð4m2
χÞ; ð3Þ

where ρχ is the WIMP mass density and hσvih is the
velocity averaged annihilation cross section times relative
velocity in the Galactic halo. (If χ is self-conjugate, then
the factor of 1=4 on the right-hand side above should be
replaced by 1=2.) If χ constitutes a fraction Ωχ=Ωdm of
the DM, then its density in the Galactic halo will be
ðΩχ=ΩdmÞρh, where ρh is the Galactic-halo density. For the
s-wave annihilations we consider here, neglecting effects
such as Sommerfeld enhancement or suppression,
hσvifo ¼ hσvih. Then, using Ωχ=Ωdm ≈ hσvi0=hσvifo and
Eq. (1), we find a lower limit,

Qχ ≥
ρ2hðhσvi0Þ2

16πhv−1ifo
; ð4Þ

independent ofmχ and hσvifo up to logarithmic corrections.
The differential gamma-ray flux from a window of solid

angle ΔΩ around a given line of sight is

JγðEγÞ ¼
Z

ΔΩ

dΩ
4π

Z
drQχðrÞ

dN
dEγ

; ð5Þ

where the integral is along the line of sight, QχðrÞ is
evaluated at a distance r along that line of sight, and
dN=dEγ is the differential number of photons of energy Eγ

per annihilation event. Using Eq. (4), we have

JγðEγÞ ≥
J̄ðhσvi0Þ2

64π2hv−1ifo
dN
dEγ

≃ 10−16
"
dN
dEγ

#"
J̄

J̄nfw;gc

#
cm−2 sec−1; ð6Þ

where J̄ ¼
R
ΔΩ dΩ

R
drρ2h is the line-of-sight integral.

We have evaluated this quantity in the second line in terms
of the value J̄nfw;gc ≃ 2.5 × 1021 GeV2 cm−5 obtained for
the HESS Galactic-center region of interest [18] (a circle of
radius 1° around the Galactic center with a Galactic-plane
mask to remove jbj < 0.3°) using the NFW profile [19]
ρhðrÞ ¼ ρ0ðrs=rÞð1þ r=rsÞ−2, with ρ0 ¼ 0.4 GeV cm−3

and rs ¼ 20 kpc. Besides the Galactic center, another target
of interest in gamma-ray searches for DM are Milky Way
dwarf galaxies, where J̄=J̄nfw;gc ∼ 10−4 − 10−3 (see, e.g.,
Ref. [20]) but astrophysical backgrounds are smaller.
We can assess the implications of the lower limit to the

gamma-ray flux of a thermal relic by projecting it onto the
sensitivity plot for gamma-ray experiments. These experi-
ments typically show curves of hσvi versus mχ , where the
hσvi plotted is the value inferred from a given gamma-ray
flux, assuming that the WIMP comprises all the DM. In
other words, hσvi is a proxy for (and proportional to) the
gamma-ray flux Jγ; i.e., hσvi ∝ Jγm2

χ=J̄ [cf. Eq. (3)].
Figure 1 shows such a plot. Shown as a gray horizontal

band is the value hσvi0 that arises if the WIMP makes up all
the DM. The black line indicates the upper limit on hσvi
directly imposed by unitarity [cf. Eq. (1)]. The cyan and
purple curves show an estimate [21] of the smallest flux
detectable with 500 hours of observation with CTA, under
two different assumptions about annihilation products. The
red line indicates the smallest flux possible for a subdomi-
nant thermal relic. Clearly, there is plenty of parameter
space that gives rise to gamma-ray flux well below those
that will be accessible with CTA. However, if there is any
stable thermal relic WIMP from the big bang, and assuming
that the annihilation is s-wave dominated with final states
consisting of charged Standard Model fermions or massive
gauge bosons, as in Fig. 1 (and as is usually done in the
corresponding gamma-ray analyses), subsequent genera-
tions of detectors that improve the sensitivity sufficiently
to reach our unitarity limit should be sensitive to the
annihilation gamma-ray signal even if that relic does not
account for the majority of the DM. For example, a
telescope with a sensitivity improvement over CTA of 3
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replaced by 1=2.) If χ constitutes a fraction Ωχ=Ωdm of
the DM, then its density in the Galactic halo will be
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s-wave annihilations we consider here, neglecting effects
such as Sommerfeld enhancement or suppression,
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Eq. (1), we find a lower limit,

Qχ ≥
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independent ofmχ and hσvifo up to logarithmic corrections.
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where the integral is along the line of sight, QχðrÞ is
evaluated at a distance r along that line of sight, and
dN=dEγ is the differential number of photons of energy Eγ

per annihilation event. Using Eq. (4), we have
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We have evaluated this quantity in the second line in terms
of the value J̄nfw;gc ≃ 2.5 × 1021 GeV2 cm−5 obtained for
the HESS Galactic-center region of interest [18] (a circle of
radius 1° around the Galactic center with a Galactic-plane
mask to remove jbj < 0.3°) using the NFW profile [19]
ρhðrÞ ¼ ρ0ðrs=rÞð1þ r=rsÞ−2, with ρ0 ¼ 0.4 GeV cm−3

and rs ¼ 20 kpc. Besides the Galactic center, another target
of interest in gamma-ray searches for DM are Milky Way
dwarf galaxies, where J̄=J̄nfw;gc ∼ 10−4 − 10−3 (see, e.g.,
Ref. [20]) but astrophysical backgrounds are smaller.
We can assess the implications of the lower limit to the

gamma-ray flux of a thermal relic by projecting it onto the
sensitivity plot for gamma-ray experiments. These experi-
ments typically show curves of hσvi versus mχ , where the
hσvi plotted is the value inferred from a given gamma-ray
flux, assuming that the WIMP comprises all the DM. In
other words, hσvi is a proxy for (and proportional to) the
gamma-ray flux Jγ; i.e., hσvi ∝ Jγm2

χ=J̄ [cf. Eq. (3)].
Figure 1 shows such a plot. Shown as a gray horizontal

band is the value hσvi0 that arises if the WIMP makes up all
the DM. The black line indicates the upper limit on hσvi
directly imposed by unitarity [cf. Eq. (1)]. The cyan and
purple curves show an estimate [21] of the smallest flux
detectable with 500 hours of observation with CTA, under
two different assumptions about annihilation products. The
red line indicates the smallest flux possible for a subdomi-
nant thermal relic. Clearly, there is plenty of parameter
space that gives rise to gamma-ray flux well below those
that will be accessible with CTA. However, if there is any
stable thermal relic WIMP from the big bang, and assuming
that the annihilation is s-wave dominated with final states
consisting of charged Standard Model fermions or massive
gauge bosons, as in Fig. 1 (and as is usually done in the
corresponding gamma-ray analyses), subsequent genera-
tions of detectors that improve the sensitivity sufficiently
to reach our unitarity limit should be sensitive to the
annihilation gamma-ray signal even if that relic does not
account for the majority of the DM. For example, a
telescope with a sensitivity improvement over CTA of 3
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WIMPs annihilating with relative velocity v, partial-wave
unitarity dictates an upper bound [9] σL ≤ 4πð2Lþ 1Þ=
ðm2

χv2Þ, where mχ is the WIMP mass and σL is the partial
cross section for reaction with orbital angular momentum L.
In what follows we focus on the case where WIMP
annihilation is s-wave, or L ¼ 0. We then have

hσvifo ≤ 4πhv−1ifo=m2
χ ; ð1Þ

where hv−1ifo ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mχ=ðπTfoÞ

p ≃ 2.5 is the thermally aver-
aged inverse relative velocity, using the typical value
mχ=Tfo ¼ 20. There then follows a lower limit,

Ωχ=Ωdm ≥ ðmχ=110 TeVÞ2; ð2Þ

to the relic density of WIMPs, in units of the observed DM
density Ωdm, and where the numerical value is updated from
Ref. [9] using the current value Ωdmh2 ≃ 0.11 [12,13]. The
usual unitarity limit mχ ≤ 110 TeV to the WIMP mass
follows from the requirement Ωχ ≤ Ωdm. Improved analysis
on the prediction of a thermal relic DM abundance [14] may
give up to O(1) change in Eq. (2), which is nonetheless a
sufficiently good approximation for the precision goal of
this study.
We now consider gamma rays from DM annihilation in

the halo of the Milky Way. The search for such gamma rays
is actively under way; it is one of the principal science goals
of the Fermi Telescope [15,16] and will also be a target for
the Cherenkov Telescope Array (CTA) [17]. The annihi-
lation rate density is

Qχ ¼ ρ2χhσvih=ð4m2
χÞ; ð3Þ

where ρχ is the WIMP mass density and hσvih is the
velocity averaged annihilation cross section times relative
velocity in the Galactic halo. (If χ is self-conjugate, then
the factor of 1=4 on the right-hand side above should be
replaced by 1=2.) If χ constitutes a fraction Ωχ=Ωdm of
the DM, then its density in the Galactic halo will be
ðΩχ=ΩdmÞρh, where ρh is the Galactic-halo density. For the
s-wave annihilations we consider here, neglecting effects
such as Sommerfeld enhancement or suppression,
hσvifo ¼ hσvih. Then, using Ωχ=Ωdm ≈ hσvi0=hσvifo and
Eq. (1), we find a lower limit,

Qχ ≥
ρ2hðhσvi0Þ2

16πhv−1ifo
; ð4Þ

independent ofmχ and hσvifo up to logarithmic corrections.
The differential gamma-ray flux from a window of solid

angle ΔΩ around a given line of sight is

JγðEγÞ ¼
Z

ΔΩ

dΩ
4π

Z
drQχðrÞ

dN
dEγ

; ð5Þ

where the integral is along the line of sight, QχðrÞ is
evaluated at a distance r along that line of sight, and
dN=dEγ is the differential number of photons of energy Eγ

per annihilation event. Using Eq. (4), we have

JγðEγÞ ≥
J̄ðhσvi0Þ2

64π2hv−1ifo
dN
dEγ

≃ 10−16
"
dN
dEγ

#"
J̄

J̄nfw;gc

#
cm−2 sec−1; ð6Þ

where J̄ ¼
R
ΔΩ dΩ

R
drρ2h is the line-of-sight integral.

We have evaluated this quantity in the second line in terms
of the value J̄nfw;gc ≃ 2.5 × 1021 GeV2 cm−5 obtained for
the HESS Galactic-center region of interest [18] (a circle of
radius 1° around the Galactic center with a Galactic-plane
mask to remove jbj < 0.3°) using the NFW profile [19]
ρhðrÞ ¼ ρ0ðrs=rÞð1þ r=rsÞ−2, with ρ0 ¼ 0.4 GeV cm−3

and rs ¼ 20 kpc. Besides the Galactic center, another target
of interest in gamma-ray searches for DM are Milky Way
dwarf galaxies, where J̄=J̄nfw;gc ∼ 10−4 − 10−3 (see, e.g.,
Ref. [20]) but astrophysical backgrounds are smaller.
We can assess the implications of the lower limit to the

gamma-ray flux of a thermal relic by projecting it onto the
sensitivity plot for gamma-ray experiments. These experi-
ments typically show curves of hσvi versus mχ , where the
hσvi plotted is the value inferred from a given gamma-ray
flux, assuming that the WIMP comprises all the DM. In
other words, hσvi is a proxy for (and proportional to) the
gamma-ray flux Jγ; i.e., hσvi ∝ Jγm2

χ=J̄ [cf. Eq. (3)].
Figure 1 shows such a plot. Shown as a gray horizontal

band is the value hσvi0 that arises if the WIMP makes up all
the DM. The black line indicates the upper limit on hσvi
directly imposed by unitarity [cf. Eq. (1)]. The cyan and
purple curves show an estimate [21] of the smallest flux
detectable with 500 hours of observation with CTA, under
two different assumptions about annihilation products. The
red line indicates the smallest flux possible for a subdomi-
nant thermal relic. Clearly, there is plenty of parameter
space that gives rise to gamma-ray flux well below those
that will be accessible with CTA. However, if there is any
stable thermal relic WIMP from the big bang, and assuming
that the annihilation is s-wave dominated with final states
consisting of charged Standard Model fermions or massive
gauge bosons, as in Fig. 1 (and as is usually done in the
corresponding gamma-ray analyses), subsequent genera-
tions of detectors that improve the sensitivity sufficiently
to reach our unitarity limit should be sensitive to the
annihilation gamma-ray signal even if that relic does not
account for the majority of the DM. For example, a
telescope with a sensitivity improvement over CTA of 3
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of interest in gamma-ray searches for DM are Milky Way
dwarf galaxies, where J̄=J̄nfw;gc ∼ 10−4 − 10−3 (see, e.g.,
Ref. [20]) but astrophysical backgrounds are smaller.
We can assess the implications of the lower limit to the

gamma-ray flux of a thermal relic by projecting it onto the
sensitivity plot for gamma-ray experiments. These experi-
ments typically show curves of hσvi versus mχ , where the
hσvi plotted is the value inferred from a given gamma-ray
flux, assuming that the WIMP comprises all the DM. In
other words, hσvi is a proxy for (and proportional to) the
gamma-ray flux Jγ; i.e., hσvi ∝ Jγm2

χ=J̄ [cf. Eq. (3)].
Figure 1 shows such a plot. Shown as a gray horizontal

band is the value hσvi0 that arises if the WIMP makes up all
the DM. The black line indicates the upper limit on hσvi
directly imposed by unitarity [cf. Eq. (1)]. The cyan and
purple curves show an estimate [21] of the smallest flux
detectable with 500 hours of observation with CTA, under
two different assumptions about annihilation products. The
red line indicates the smallest flux possible for a subdomi-
nant thermal relic. Clearly, there is plenty of parameter
space that gives rise to gamma-ray flux well below those
that will be accessible with CTA. However, if there is any
stable thermal relic WIMP from the big bang, and assuming
that the annihilation is s-wave dominated with final states
consisting of charged Standard Model fermions or massive
gauge bosons, as in Fig. 1 (and as is usually done in the
corresponding gamma-ray analyses), subsequent genera-
tions of detectors that improve the sensitivity sufficiently
to reach our unitarity limit should be sensitive to the
annihilation gamma-ray signal even if that relic does not
account for the majority of the DM. For example, a
telescope with a sensitivity improvement over CTA of 3
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and rs ¼ 20 kpc. Besides the Galactic center, another target
of interest in gamma-ray searches for DM are Milky Way
dwarf galaxies, where J̄=J̄nfw;gc ∼ 10−4 − 10−3 (see, e.g.,
Ref. [20]) but astrophysical backgrounds are smaller.
We can assess the implications of the lower limit to the

gamma-ray flux of a thermal relic by projecting it onto the
sensitivity plot for gamma-ray experiments. These experi-
ments typically show curves of hσvi versus mχ , where the
hσvi plotted is the value inferred from a given gamma-ray
flux, assuming that the WIMP comprises all the DM. In
other words, hσvi is a proxy for (and proportional to) the
gamma-ray flux Jγ; i.e., hσvi ∝ Jγm2

χ=J̄ [cf. Eq. (3)].
Figure 1 shows such a plot. Shown as a gray horizontal

band is the value hσvi0 that arises if the WIMP makes up all
the DM. The black line indicates the upper limit on hσvi
directly imposed by unitarity [cf. Eq. (1)]. The cyan and
purple curves show an estimate [21] of the smallest flux
detectable with 500 hours of observation with CTA, under
two different assumptions about annihilation products. The
red line indicates the smallest flux possible for a subdomi-
nant thermal relic. Clearly, there is plenty of parameter
space that gives rise to gamma-ray flux well below those
that will be accessible with CTA. However, if there is any
stable thermal relic WIMP from the big bang, and assuming
that the annihilation is s-wave dominated with final states
consisting of charged Standard Model fermions or massive
gauge bosons, as in Fig. 1 (and as is usually done in the
corresponding gamma-ray analyses), subsequent genera-
tions of detectors that improve the sensitivity sufficiently
to reach our unitarity limit should be sensitive to the
annihilation gamma-ray signal even if that relic does not
account for the majority of the DM. For example, a
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