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Electroweak baryogenesis
and scalar dark matter
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-SM almost UV-complete: follow simplicity

-DM and BG as guiding principles

-Singlet models, portals


EWBG: 
  -Transition strength

  -CP-violation


2HD+S model

Kimmo Kainulainen, 

The Big Bang and the little bangs - Nonequilibrium phenomena in cosmology and heavy-ion collisions

CERN/18.8.2016

with: 

Tommi Alanne, Jim Cline, Pat Scott, 

Mike Trott, Kimmo Tuominen, 

Ville Vaskonen, Christoph Weniger, …
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MinimalWalkingTechniColor: HP/DM/U/EWBG? 
K.K, K.Tuominen J.Virkajarvi,
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- in progress (BG-part)
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Alternative:  “Simplicity”

Robinson and Wilctzeck,
PRL 96, 231601 (2006) 
Wetterich and Shaposhnikov,
Phys.Lett. B683 (2010)

Could we have but (almost) SM all  
the way to the Planck scale?

HIERARCHY PROBLEM

Asymptotic safety

No intermediate scales

UNIFICATION 
problem of gauge Landau poles

behaviour of relevant operators
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Figure 1: Left: SM RG evolution of the gauge couplings g1 =
p

5/3g0, g2 = g, g3 = gs, of the
top and bottom Yukawa couplings (yt, yb), and of the Higgs quartic coupling �. All couplings are
defined in the MS scheme. The thickness indicates the ±1� uncertainty. Right: RG evolution of
� varying Mt, Mh and ↵s by ±3�.

the Yukawa sector and can be considered the first complete NNLO evaluation of ��(µ).

We stress that both these two-loop terms are needed to match the sizable two-loop scale

dependence of � around the weak scale, caused by the �32y4t g
2
s + 30y6t terms in its beta

function. As a result of this improved determination of ��(µ), we are able to obtain a

significant reduction of the theoretical error on Mh compared to previous works.

Putting all the NNLO ingredients together, we estimate an overall theory error on Mh of

±1.0GeV (see section 3). Our final results for the condition of absolute stability up to the

Planck scale is

Mh [GeV] > 129.4 + 1.4

✓

Mt [GeV]� 173.1

0.7

◆

� 0.5

✓

↵s(MZ)� 0.1184

0.0007

◆

± 1.0th . (2)

Combining in quadrature the theoretical uncertainty with the experimental errors on Mt and

↵s we get

Mh > 129.4± 1.8 GeV. (3)

From this result we conclude that vacuum stability of the SM up to the Planck scale is

excluded at 2� (98% C.L. one sided) for Mh < 126GeV.

Although the central values of Higgs and top masses do not favor a scenario with a

vanishing Higgs self coupling at the Planck scale (MPl) — a possibility originally proposed

2

Espinosa, Giudice, Riotto, JCAP 0805 (2008) 002
Degrassi etal, JHEP 1208 (2012) 098 

But remain the questions of DM and Baryon asymmetry

Apparent running to negative coupling 
can be cured for example by a singlet S

Chao etal, Phys.Rev. D86 (2012) 113017
Pyoungwon Ko, …

Other alternatives abound:

�hs|H|2S2 ) �(�) ! �(�)SM +
1

2
�2
hs (�hs ⇡ 0.7)

with gravity corrections, or…
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Figure 14: The running of the SM gauge and top Yukawa couplings with
⇠ = 0.024.

With these initial conditions the running of the gauge and top Yukawa cou-
plings can be solved.

I start by solving the running of the gauge coupling constants, since the
�-function of each gauge coupling depends only on the coupling itself and
thus it can be solved independently of the other couplings at one-loop level.
After that, running of the top Yukawa coupling can be calculated, since its �-
function depends on the gauge couplings but not on the Higgs self-coupling.
Solutions of these �-functions are shown in Figure 14. Very similar results
were found in [22]. The drop at log(µ) ⇡ 45, i.e. at the Planck mass scale,
is due to gravitational corrections. From Equation (63) one can see that
gravitational corrections are negligible until µ ⇡ M

P

because of the large
denominator M2

P

+ ⇠µ2. At the Planck mass scale gravitational corrections
became significant and being negative corrections they force the running
towards zero. This happens also for the hypercharge coupling g1 which in
the SM blows up at very large scales. As a conclusion, the gauge and top
Yukawa couplings are asymptotically free and the three gauge couplings are
unified at the Planck scale if gravitation is taken in as an asymptotically safe
theory.

Solution for the Higgs self-coupling is still missing however. For � I do
not have an initial condition from measurements but the aim is to find it nu-
merically from the condition that it stays finite to arbitrarily high scales. To
this end I solve the differential equation group for � 2 {0, 0.05, 0.1, . . . , 1.2}
and find the correct � by iterating.

From Figure 15a one can see that running of the Higgs self-coupling �
is very unstable as the initial value changes, and that for the set of chosen
initial values the running either drops below zero or blows up at high scales.
However, iterating the initial value between 0.15 and 0.20, between the last
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Asymptotic safety: if OK, no need for unification
Gravitational Correction to Running of Gauge Couplings

Sean P. Robinson* and Frank Wilczek†

Center for Theoretical Physics, Laboratory for Nuclear Science and Department of Physics, Massachusetts Institute of Technology,
Cambridge, Massachusetts 02139, USA

(Received 30 March 2006; published 15 June 2006)

We calculate the contribution of graviton exchange to the running of gauge couplings at lowest
nontrivial order in perturbation theory. Including this contribution in a theory that features coupling
constant unification does not upset this unification, but rather shifts the unification scale. When
extrapolated formally, the gravitational correction renders all gauge couplings asymptotically free.

DOI: 10.1103/PhysRevLett.96.231601 PACS numbers: 12.10.Kt, 04.60.!m, 11.10.Hi

The straightforward framework for quantum gravity—
general relativity quantized for small fluctuations around
flat space—is a famously nonrenormalizable quantum
field theory [1–4]. Nevertheless, this framework is appro-
priate for describing interactions at energies and momenta
below the Planck scale MP "

!!!!!!!!!!!!!!!!!!!!!!!
@c=GNewton

p
# 1:4$

1019 GeV=c2 when treated as an effective low-energy the-
ory. Indeed, if one makes subtractions to normalize physi-
cal couplings at an energy scale E0 well belowMP in such a
way as to enforce the Einstein-Hilbert action of general
relativity at the classical level with minimal couplings and
a vanishing (or very small) cosmological term, then quan-
tum corrections to this classical action at scale Ewill occur
with coefficients containing positive powers of %E!
E0&=MP, a small number. That procedure is the implicit
foundation for practical use of classical general relativity
as a model of nature despite the existence of quantum
mechanics. It therefore underlies an enormous range of
successful physical and astrophysical applications. Only
the classical theory really comes into play in those appli-
cations, because the quantum corrections are quantitatively
small. Thus, the conceptual framework of effective field
theory provides a sophisticated rationalization for proceed-
ing naı̈vely in applying the classical theory.

Still, as Donoghue has emphasized [5], calculating cor-
rections to the classical theory is a problem of method-
ological interest. Moreover, quantitative considerations
concerning interactions at ultrahigh energy scales, perhaps
approaching the Planck scale, are important in assessing
the possibility of gauge theory coupling unification [6,7].
Also, the size of gravitational corrections, in comparison to
the leading classical term, give an objective indication for
the characteristic scale for the onset of quantum gravity
phenomenology. With these motivations, we consider here
the one-loop (that is, first nontrivial order in perturbation
theory) gravitational correction to running of gauge theory
couplings.

We will perform this calculation directly in the frame-
work described above. Any would-be fundamental theory
of quantum gravity should reproduce the same result in the
limit of the physical scenario considered here, which is

bosonic gravity in a four-dimensional Minkowski back-
ground, with general matter and gauge sectors, at energies
below the Plank scale. Related calculations have been done
in string theory [8,9], but this brings in several additional
structures simultaneously, and we have found the results
difficult to compare.

Form of the correction.—The character of the correction
can be determined on very general grounds. The one-loop
Feynman diagrams of interest involve a gluon vertex
dressed by graviton exchange (see Fig. 1). Alternatively,
one could calculate the running coupling of a gluon to a test
‘‘matter’’ field. Gauge invariance (i.e., universality of the
gauge coupling) implies that the same result must be
obtained. This consideration highlights a cancellation be-
tween vertex and wave function renormalization, guaran-
teed by Ward identities, as is familiar in QED.

Since the gauge boson vertex has strength g and grav-
itons couple to energy momentum with a dimensional
coupling / 1=MP, dimensional analysis implies that the
running of couplings in four dimensions will be governed
by a Callan-Symanzik ! function of the form

g

E
Mp

EE
Mp

FIG. 1. A typical Feynman diagram for a gravitational process
contributing to the renormalization of a gauge coupling at one
loop. Curly lines represent gluons. Double lines represent grav-
itons. The three-gluon vertex ! is proportional to g, while the
gluon-graviton vertex " is proportional to E=MP.
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Expanding b1 in G
N

yields

b1(GN

) = bG2
N

+O(G3
N

) ,

and substituting this back to (62) gives

�GN = ✏G
N

� bG2
N

+O(G3
N

) .

Thus one can see that if the coefficient b is positive, there is a fixed point
at G⇤

N

= ✏/b + O(✏2). The precise values of b depends of the number of
fermion, gauge and scalar fields in different models. Examples of b computed
for various models are found in [10]. The conclusion is that gravitation in
two-dimensional spacetime may indeed be considered as an asymptotically
safe theory.

Continuation of the previous result to four dimensions has turned out to
be not so easy. Hard work with functional renormalisation group methods
has given some evidence of existence of a non-Gaussian fixed point in four
dimensions, but there is no actual proof that quantum gravity in four dimen-
sions is an AS theory [13–18]. Furthermore, there is research done about AS
with different models and those models coupled to gravity [19–21].

4.3 Gravitational contribution to beta-functions

In this section I discuss gravitational corrections to the SM �-function for
each SM coupling. Deriving these results would be beyond the scope of this
thesis. A lot of new methods would be needed to do that, so I just collect
the results published elsewhere. In [5] a general form of the gravitational
correction to the SM coupling gj is given to be

�grav
gj

=

aj
8⇡

µ2

M2
P

(µ)
gj , (63)

where aj is a constant which depends on which coupling one is considering
and µ is the energy scale. In the denominator M2

P

(µ) is a scale dependent
Planck mass defined as M2

P

(µ) = M2
P

+ ⇠µ2, where ⇠ ⇡ 0.024 is a constant.
According to [22] the gravitational correction at one-loop level for a gen-

eral Yang-Mills theory minimally coupled to gravity is negative and ag ⇡ �1.
This result has been criticised because of its possible gauge dependence
[23,24]. However, work done in [25,26] supports the results in [22].

In [5] the gravitational correction for the Higgs self-coupling is positive
and a� ⇡ 3 based on [27–29] and for top Yukawa ayt ⇡ �0.5 based on [30].
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S.P. Robinson and F.Wilczek, PRL96 (2006) 231601 

Laura Laulumaa, 
MSc Thesis, JyU 2015.

Running couplings (incl. yukawas):

µ
@gi
@µ

= �SM(gi) + �grav(gi)

�(gi)grav =
aiµ2

M2
Pl + ⇠µ2

gi

Where gravity correction is parametrically:

Wetterich and Shaposhnikov,
Phys.Lett. B683 (2010) …



Portal models

S
H

SM

Dark sector

Simple Portal to (complicated?) DM sector

J.M.Cline, KK,  
  JHEP 1111 (2011) 089 
  JCAP 1301 (2013) 012 
  Phys.Rev. D87 (2013)7,071701

J.M.Cline, KK, P.Scott, C.Weniger
  PRD88 (2013) 055025

KK, K.Tuominen and V.Vaskonen  
  Phys.Rev. D93 (2016) 7 ,015016
T.Alanne, KK, K.Tuominen, V.Vaskonen
arXiv:1607.03303, JCAP, to appear 

KK, S.Nurmi, T.Tenkanen, 
K.Tuominen and V.Vaskonen  
JCAP 1606 (2016) no.06, 022



Motivation: DM Given Z2-symmetry singlet can be DM:

V = VMSM +
1

2
µ2
SS

2 +
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FIG. 5: Predicted distributions (in arbitrary units) of the strangeness content y of the nucleon (left), the nucleon matrix
element �

0

(centre) and the Higgs-nucleon coupling factor fN (right). These are drawn from a random sample generated using
experimental and theoretical constraints, as explained in the text.
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FIG. 6: Limits from direct detection on the parameter space of scalar singlet dark matter. The areas excluded by present
limits from XENON100 are delineated with solid lines and dark shading (not to be confused with the diagonal solid line and
corresponding dark shading indicating the relic density bound). Dashed, dotted and dot-dash lines indicate the areas that
will be probed by future direct detection experiments, assuming 5 times the sensitivity of XENON100 (dashes, medium-dark
shading), 20 times (dot-dash line, medium-light shading) and 100 times, corresponding to XENON 1-ton (dots, light shading).
Note that for cases where the scalar singlet is a subdominant component of dark matter, we have rescaled the direct detection
signals for its thermal relic density. Left : a close-up of the resonant annihilation region, with the area ruled out by the Higgs
invisible width at 2� CL indicated by the shaded region in the upper left-hand corner. Right : the full mass range.

di↵erential rate of detection dR/dE is proportional to
(⇢
�

/mDM)�SI, where ⇢
�

is the local DM mass density.
Thus the appropriate rescaling of the limiting value of
�SI is by the fraction frel = ⌦S/⌦DM of energy density
contributed by S to the total DM density. We assume
that there is no di↵erence in the clustering properties of
the singlet component and any other component, so that
the local energy density of S is frel ⇢�. We therefore
demand for every value of {�

hS, mS} that

�e↵ ⌘ frel �SI  �Xe , (24)

where �Xe is the 90% CL limit from XENON100. Unlike
with indirect signals, we do not perform this rescaling

if the thermal relic density exceeds the observed value.
This is because, unlike some indirect signals, the direct
detection limits depend on a mass measurement (i.e. the
local density of dark matter) that is largely independent
of cosmology, and therefore would not be upscaled even
if the relic density were extremely large.

The resulting constraints in the mS–�
hS plane are

shown in Fig. 6, as well as projections for how these
limits will improve in future xenon-based experiments,
assuming that the sensitivity as a function of mass scales
relative to that of XENON100 simply by the exposure.
The contours showing improvements in the current sensi-
tivity by a factor of 5 or 20 will be relevant in the coming

For ms > 100 GeV there is a potential 
instability due to gravitational couplings 
(P. Ko’s talk)

⌦ ⇠ 1

hv
Mol

�i ⇠ 1

�2

hs

Xenon bounds account  
for the fact that frel  ≤ 1.

J.M.Cline, KK, P.Scott, 
C.Weniger
PRD88 (2013) 055025

Low-side opening  
reflects the thermal  
distribution width 
∆√s ~ 0.1mS 



Motivation: Baryogenesis

Harder! 

EWBG context: 

   * strength of the transition 
   * CP-violation (enough B) 

Leptogenesis 

ARS 

nuMSM

?



EWBG in a nutshell
• At critical temperature Tc ∼ 100 GeV, bubbles of true vacuum
(⟨H⟩ ̸= 0) form and start expanding.

• Particles interact with wall in a CP violating way.

• Baryon asymmetry forms inside the bubble.
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SM, Transition strength / Sphaleron rate

PT in SM, is a cross-over with

159.6 ± 0.1 ± 1.5 GeV

4

by systematics. We conservatively estimate that the the
uncertainties of the leading logarithmic approximation
and remaining lattice spacing effects [12] may affect rate
by a factor of two. The omitted hypercharge U(1) in
the effective action (with physical θW ) can change the
sphaleron energy by ≈ 1% [14] and shift the pseudocriti-
cal temperature by ≈ 1GeV [15]. These errors have been
added linearly together to obtain the error above.
In the symmetric phase the rate is approximately con-

stant, and can be presented as

ΓSymm./T
4 = (8.0± 1.3)× 10−7 ≈ (18± 3)α5

W , (8)

where, in the last form, factors of lnαW have been ab-
sorbed in the numerical constant. In pure SU(2) gauge
theory the rate is Γ ≈ (25±2)α5

WT 4 [22, 28]. A difference
of this magnitude was also observed in ref. [25].

In Fig. 3 we also show the perturbative result cal-
culated by Burnier et al. [11]. We note that the
full rate in [11] is obtained by including a large
non-perturbative correction to the perturbative rate,
log(Γ/T 4) = log(Γpert./T 4)− (3.6± 0.6), where the cor-
rection is obtained by matching with earlier simulations
in the broken phase [27]. However, these simulations
were done with Higgs mass ≈ 50GeV, which is far from
the physical one studied here. With the correction in-
cluded their result is a factor of ≈ 150 below our rate,
albeit with large uncertainty. In Fig. 3 we have re-
moved this ad hoc correction altogether, and the result-
ing purely perturbative rate agrees with our results well
within the given uncertainties of both the lattice and
the perturbative computation (δ logΓpert./T 4 = ±2).
Indeed, by applying a smaller but opposite correction,
log(Γ/T 4) ≈ log(Γpert./T 4)+1.6, the central value agrees
perfectly with our measurements, as shown in Fig. 3. Be-
cause the perturbative result is expected to work well
deep in the broken phase, the match gives us confidence
to extend the range of validity of our fit (7) down to
T ≈ 130GeV, in order to cover the physically interesting
range.

Finally, we can use the sphaleron rate to estimate when
the diffusive sphaleron rate, and hence the baryon num-
ber, becomes frozen in the early Universe. The cooling
rate of the radiation dominated Universe is given by the
Hubble rate H(T ): Ṫ = −HT . The freeze-out tempera-
ture T∗ can now be solved from [11]

Γ(T∗)/T
3
∗ = αH(T∗) (9)

where α is a function of the Higgs expectation value
v(T ), but can be approximated by a constant α = 0.1015
to better than 0.5% accuracy in the physically rele-
vant range. Taking H2(T ) = π2g∗T 4/(90M2

Planck), with
g∗ = 106.75,1 we find T∗ = (131.7 ± 2.3)GeV, as shown

1 We neglect g∗ changing slightly as the top quark becomes mas-

in Fig. 3. This temperature enters baryogenesis scenarios
where the baryon number is sourced at the electroweak
scale, e.g. low-scale leptogenesis scenarios (see [11, 29]
and references therein). For a more detailed baryon pro-
duction calculation the rates (7) and (8) can be entered
directly into Boltzmann equations.

Conclusions: The discovery of the Higgs particle of mass
125–126GeV enables us to fully determine the properties
of the symmetry breaking at high temperatures. Using
lattice simulations of a three-dimensional effective the-
ory, we have located the transition (cross-over) point to
Tc = (159 ± 1)GeV, determined the baryon number vi-
olation rate both above and well below the cross-over
point, and calculated the baryon freeze-out temperature
in the early Universe, T∗ = (131.7±2.3)GeV. Beyond be-
ing intrinsic properties of the Minimal Standard Model,
these results provide input for leptogenesis calculations,
in particular for models with electroweak scale leptons.
It also provides a benchmark for future computations of
the sphaleron rate in extensions of the Standard Model.
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FIG. 2: The Higgs expectation value as a function of tem-
perature, compared with the perturbative result [2].

real-time runs are made to calculate the dynamical pref-
actors of the tunneling process. The physical rate is then
obtained by reweighting the measurements. For details
of this intricate technique, we refer to [12, 27]. As we will
observe, in the temperature range where both methods
work, they overlap smoothly.
Simulation results: We perform the simulations using lat-
tice spacing a = 4/(9g23) (i.e. βG = 4/(g23a) = 9 in
conventional lattice units), and volume V = 323a3. In
ref. [12] we observed that the rate measured with this
lattice spacing in the symmetric phase is in practice in-
distinguishable from the continuum rate, and deep in the
broken phase it is within a factor of two of our estimate
for the continuum value, well within our accuracy goals.
In fact, algorithmic inefficiences in multicanonical simu-
lations become severe at significantly smaller lattice spac-
ing, making simulations there very costly in the broken
phase. The simulation volume is large enough for the
finite volume effects to be negligible [12].

The expectation value of the square of the Higgs field,
v2/T 2 = 2⟨φ†φ⟩/T (here φ is in 3d units), measures the
“turning on” of the Higgs mechanism, see Fig. 2. As
mentioned above, there is no proper phase transition and
v2(T ) behaves smoothly as a function of the tempera-
ture. Nevertheless, the cross-over is rather sharp, and
the pseudocritical temperature can be estimated to be
Tc = 159± 1GeV. If the temperature is below Tc, v2(T )
is approximately linear in T , and at T > Tc, it is close to
zero. The observable ⟨φ†φ⟩ is ultraviolet divergent and
is additively renormalized; because of additive renormal-
ization, v2(T ) can become negative.

We also show the two-loop RG-improved perturbative
result [2] for v2(T ) in the broken phase. Perturbation
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FIG. 3: The measured sphaleron rate and the fit to the bro-
ken phase rate, Eq. (7), shown with a shaded error band.
Perturbative result is from Burnier et al. [11] with the non-
perturbative correction used there removed; see main text.
The corrected perturbative result includes a new ad hoc cor-
rection. Pure gauge refers to the rate in hot SU(2) gauge
theory [19]. The freeze-out temperature T∗ is solved from the
crossing of Γ and the appropriately scaled Hubble rate, shown
with the almost horizontal line.

theory reproduces Tc perfectly, and v2 is slightly larger
than the lattice measurement. In the continuum limit we
expect this difference to decrease for this observable; in
ref. [12] we extrapolated v2(T ) to the continuum at a few
temperature values and with Higgs mass 115GeV. The
continuum limit in the broken phase was observed to be
about 6% larger than the result at βG = 9. Thus, for
v2(T ) perturbation theory and lattice results match very
well.

Finally, in Fig. 3 we show the sphaleron rate as a func-
tion of temperature. The straightforward Langevin re-
sults cover the high-temperature phase, where the rate
is not too strongly suppressed by the sphaleron barrier.
In fact, we were able to extend the range of the method
through the cross-over and into the broken phase, down
to relative suppression of 10−3.

Using the multicanonical simulation methods we are
able to compute the rate further 4 orders of magnitude
down into the broken low-temperature phase. The results
nicely interpolate with the canonical simulations in the
range where both exist. In the interval 140<∼T<∼155GeV
the broken phase rate is very close to a pure exponential,
and can be parametrized as

log
ΓBroken

T 4
= (0.83± 0.01)

T

GeV
− (147.7± 1.9). (7)
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cluded their result is a factor of ≈ 150 below our rate,
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moved this ad hoc correction altogether, and the result-
ing purely perturbative rate agrees with our results well
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ture T∗ can now be solved from [11]

Γ(T∗)/T
3
∗ = αH(T∗) (9)

where α is a function of the Higgs expectation value
v(T ), but can be approximated by a constant α = 0.1015
to better than 0.5% accuracy in the physically rele-
vant range. Taking H2(T ) = π2g∗T 4/(90M2

Planck), with
g∗ = 106.75,1 we find T∗ = (131.7 ± 2.3)GeV, as shown

1 We neglect g∗ changing slightly as the top quark becomes mas-

in Fig. 3. This temperature enters baryogenesis scenarios
where the baryon number is sourced at the electroweak
scale, e.g. low-scale leptogenesis scenarios (see [11, 29]
and references therein). For a more detailed baryon pro-
duction calculation the rates (7) and (8) can be entered
directly into Boltzmann equations.

Conclusions: The discovery of the Higgs particle of mass
125–126GeV enables us to fully determine the properties
of the symmetry breaking at high temperatures. Using
lattice simulations of a three-dimensional effective the-
ory, we have located the transition (cross-over) point to
Tc = (159 ± 1)GeV, determined the baryon number vi-
olation rate both above and well below the cross-over
point, and calculated the baryon freeze-out temperature
in the early Universe, T∗ = (131.7±2.3)GeV. Beyond be-
ing intrinsic properties of the Minimal Standard Model,
these results provide input for leptogenesis calculations,
in particular for models with electroweak scale leptons.
It also provides a benchmark for future computations of
the sphaleron rate in extensions of the Standard Model.
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perature, compared with the perturbative result [2].

real-time runs are made to calculate the dynamical pref-
actors of the tunneling process. The physical rate is then
obtained by reweighting the measurements. For details
of this intricate technique, we refer to [12, 27]. As we will
observe, in the temperature range where both methods
work, they overlap smoothly.
Simulation results: We perform the simulations using lat-
tice spacing a = 4/(9g23) (i.e. βG = 4/(g23a) = 9 in
conventional lattice units), and volume V = 323a3. In
ref. [12] we observed that the rate measured with this
lattice spacing in the symmetric phase is in practice in-
distinguishable from the continuum rate, and deep in the
broken phase it is within a factor of two of our estimate
for the continuum value, well within our accuracy goals.
In fact, algorithmic inefficiences in multicanonical simu-
lations become severe at significantly smaller lattice spac-
ing, making simulations there very costly in the broken
phase. The simulation volume is large enough for the
finite volume effects to be negligible [12].

The expectation value of the square of the Higgs field,
v2/T 2 = 2⟨φ†φ⟩/T (here φ is in 3d units), measures the
“turning on” of the Higgs mechanism, see Fig. 2. As
mentioned above, there is no proper phase transition and
v2(T ) behaves smoothly as a function of the tempera-
ture. Nevertheless, the cross-over is rather sharp, and
the pseudocritical temperature can be estimated to be
Tc = 159± 1GeV. If the temperature is below Tc, v2(T )
is approximately linear in T , and at T > Tc, it is close to
zero. The observable ⟨φ†φ⟩ is ultraviolet divergent and
is additively renormalized; because of additive renormal-
ization, v2(T ) can become negative.

We also show the two-loop RG-improved perturbative
result [2] for v2(T ) in the broken phase. Perturbation
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FIG. 3: The measured sphaleron rate and the fit to the bro-
ken phase rate, Eq. (7), shown with a shaded error band.
Perturbative result is from Burnier et al. [11] with the non-
perturbative correction used there removed; see main text.
The corrected perturbative result includes a new ad hoc cor-
rection. Pure gauge refers to the rate in hot SU(2) gauge
theory [19]. The freeze-out temperature T∗ is solved from the
crossing of Γ and the appropriately scaled Hubble rate, shown
with the almost horizontal line.

theory reproduces Tc perfectly, and v2 is slightly larger
than the lattice measurement. In the continuum limit we
expect this difference to decrease for this observable; in
ref. [12] we extrapolated v2(T ) to the continuum at a few
temperature values and with Higgs mass 115GeV. The
continuum limit in the broken phase was observed to be
about 6% larger than the result at βG = 9. Thus, for
v2(T ) perturbation theory and lattice results match very
well.

Finally, in Fig. 3 we show the sphaleron rate as a func-
tion of temperature. The straightforward Langevin re-
sults cover the high-temperature phase, where the rate
is not too strongly suppressed by the sphaleron barrier.
In fact, we were able to extend the range of the method
through the cross-over and into the broken phase, down
to relative suppression of 10−3.

Using the multicanonical simulation methods we are
able to compute the rate further 4 orders of magnitude
down into the broken low-temperature phase. The results
nicely interpolate with the canonical simulations in the
range where both exist. In the interval 140<∼T<∼155GeV
the broken phase rate is very close to a pure exponential,
and can be parametrized as

log
ΓBroken

T 4
= (0.83± 0.01)

T

GeV
− (147.7± 1.9). (7)

The error in the second constant is completely dominated
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actors of the tunneling process. The physical rate is then
obtained by reweighting the measurements. For details
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observe, in the temperature range where both methods
work, they overlap smoothly.
Simulation results: We perform the simulations using lat-
tice spacing a = 4/(9g23) (i.e. βG = 4/(g23a) = 9 in
conventional lattice units), and volume V = 323a3. In
ref. [12] we observed that the rate measured with this
lattice spacing in the symmetric phase is in practice in-
distinguishable from the continuum rate, and deep in the
broken phase it is within a factor of two of our estimate
for the continuum value, well within our accuracy goals.
In fact, algorithmic inefficiences in multicanonical simu-
lations become severe at significantly smaller lattice spac-
ing, making simulations there very costly in the broken
phase. The simulation volume is large enough for the
finite volume effects to be negligible [12].

The expectation value of the square of the Higgs field,
v2/T 2 = 2⟨φ†φ⟩/T (here φ is in 3d units), measures the
“turning on” of the Higgs mechanism, see Fig. 2. As
mentioned above, there is no proper phase transition and
v2(T ) behaves smoothly as a function of the tempera-
ture. Nevertheless, the cross-over is rather sharp, and
the pseudocritical temperature can be estimated to be
Tc = 159± 1GeV. If the temperature is below Tc, v2(T )
is approximately linear in T , and at T > Tc, it is close to
zero. The observable ⟨φ†φ⟩ is ultraviolet divergent and
is additively renormalized; because of additive renormal-
ization, v2(T ) can become negative.

We also show the two-loop RG-improved perturbative
result [2] for v2(T ) in the broken phase. Perturbation
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theory reproduces Tc perfectly, and v2 is slightly larger
than the lattice measurement. In the continuum limit we
expect this difference to decrease for this observable; in
ref. [12] we extrapolated v2(T ) to the continuum at a few
temperature values and with Higgs mass 115GeV. The
continuum limit in the broken phase was observed to be
about 6% larger than the result at βG = 9. Thus, for
v2(T ) perturbation theory and lattice results match very
well.

Finally, in Fig. 3 we show the sphaleron rate as a func-
tion of temperature. The straightforward Langevin re-
sults cover the high-temperature phase, where the rate
is not too strongly suppressed by the sphaleron barrier.
In fact, we were able to extend the range of the method
through the cross-over and into the broken phase, down
to relative suppression of 10−3.

Using the multicanonical simulation methods we are
able to compute the rate further 4 orders of magnitude
down into the broken low-temperature phase. The results
nicely interpolate with the canonical simulations in the
range where both exist. In the interval 140<∼T<∼155GeV
the broken phase rate is very close to a pure exponential,
and can be parametrized as

log
ΓBroken

T 4
= (0.83± 0.01)

T

GeV
− (147.7± 1.9). (7)
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FIG. 3. Shape of the Higgs potential at the critical tem-
perature and its dependence on di↵erent choices of parame-
ters: DM self-interaction �D (left panel) and SM Higgs bo-
son mass mh (right panel). While varying �D, we have fixed
mh = 120GeV, mS = 60GeV, mA = mC = 300GeV and
while varying mh, we have fixed �D = 0, mS = 76GeV,
mA = mC = 300GeV, respectively.

the improved one-loop approximation for the e↵ective po-
tential at non-zero temperature, and so one can question
its reliability at higher orders in perturbation theory. In
the examples studied up to now, such as MSSM, it turns
out the two-loop e↵ects [26] only help to strengthen the
phase transition. Similarly, the non-perturbative lattice
simulations tend to do the same over the perturbative
results [27].

Another uncertainty lies in the possibly e↵ect of the
magnetic field during the phase transition [5]. The size
of the magnetic field has been up to now only roughly
estimated [28], thus its e↵ect is not completely clear. It
was argued recently [29] though, in the context of the
MSSM, that it may have an impact on the upper limit of
the Higgs mass.

Recently, the issue of gauge invariance has been
brought up [30]. It is claimed that one may again need a
complete two-loop finite-temperature e↵ective potential
for this purpose.

Why not a singlet? Before turning to higher representa-
tions, let us discuss explicitly the case of the singlet DM.
After all, this is a simpler possibility with fewer couplings
and thus more constrained. In fact, it fails to do the job.
More precisely, while the singlet by itself can actually
help the phase transition to be of the first order [31], it
cannot simultaneously be the DM [32], and vice versa.

What happens is the following. In this case, there is
only one coupling with the Higgs and �A ⌘ �C ⌘ �S .
We survey all the points in Fig. 2 and find they all satisfy
�A,C & 1. On the other hand, direct detection, as shown
in Eq. (5), constrains this coupling to be much smaller
than what is needed to trigger a strong first-order phase
transition. The failure of the real singlet thus makes the

choice of the inert doublet scalar the simplest one.
One can further extend the real scalar singlet case to

a complex one. It was shown [33] that the double job of
dark matter and strong electroweak phase transition can
be achieved in this case.
On the other hand, the scalar singlet could be the car-

rier of the force between the SM sector and the dark mat-
ter one [34], instead of being DM itself. Such a singlet
can actually trigger [34] the first order phase transition.
This can be successfully embedded [35] in the NMSSM.

Higher representation alternative? It could be appeal-
ing to resort to higher SU(2)L representations for DM
candidate, since then there are fewer Z

2

odd couplings
which destabilize them.
Let us start with integer isospin representations �. In

order to have a neutral particle, needed for the DM, they
must have even hypercharge. Therefore, they only have
two gauge invariant terms with the SM Higgs, out of
which only one can split their masses

�
�†T a�

� �
�†�a�

�
, (11)

where T a are the appropriate generators of �. In the
case of the real multiplet with Y = 0, the spectrum is
degenerate, while in the case of the complex one, the mass
splits are proportional to the electromagnetic charge once
the Higgs gets the vev.
The former case works only for a heavy DM, above

TeV, due to strong co-annihilating e↵ects on the relic
density [36]. This makes it too heavy to have an impact
on the phase transition. The latter case implies degener-
ate real and imaginary components of the neutral parti-
cle, which couple to the Z. Direct detection limits can be
evaded again with a TeV scale DM. In short, as remarked
in the Introduction, the integer isospin candidates fail to
render the phase transition be first order.
How about higher half-integer isospin multiplets? A

natural choice Y = 1/2, accommodates another term in
the potential

�
�TT a�

� �
�T�a�

�⇤
, (12)

where we ignore for simplicity the SU(2) conjugation.
In general, this term splits the real and imaginary neu-
tral components and in principle allows for light DM and
heavy enough other states, just as in the case of the dou-
blet discussed above. We will return to this intriguing
possibility in a future publication [37].

Outlook: what about genesis? Before closing let us
comment on a few related issues.

Sources of CP Violation. Successful baryogenesis re-
quires CP violation, not only the first order phase tran-
sition. It is easy to imagine new sources of CP violation,
but the problem then arises as to whether the new physics
behind it a↵ects the nature of the phase transition. In
this sense, new fermions are more welcome, at least in

�

V
e↵
(�
)

increase �
�Ve↵ = �

X

i

Tm3
i (�, T )

12⇡
+ ...

=>  Light Stop Scenario in the MSSM and NMSSM
[Carena, Quiros, Wagner (1996),...]

Σ

Σ

Σ

Figure 2: The daisy diagrams that are resummed.
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Figure 3: The leading contributions to the self-energy of the gauge bosons.

butions to the self-energies are UV finite. Once the sum over the Matsubara
frequencies is performed (or if the real time formalism is used), the integrand
contains the particle distribution functions that are exponentially suppressed
for momenta larger than the temperature. Hence, the graphs that are ap-
parently UV divergent can be estimated to be of order of the temperature.
In particular, tadpole diagrams of the self-energy that arise from the gauge
interaction are of order g2T 2 (e.g. the contributions to the self-energy of the
gauge bosons shown in Fig. 3).

If the particle in the loop has a mass ml and the self-energy is of order
g2T 2, adding self-energies leads to additional factors

g2T 2

(2πnT )2 + p2 +m2
l

. (30)

As long as n > 0, this yields only a subleading correction of order g2. Still,
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two-loop resummed supersymmetric non-QCD contributions added (dotted); with all dominant two-loop 
resummed contributions (thick solid). [Mr = 156 GeV, ma = 70 GeV, my = tnTmR = 0 and tan/3 = 2.5]. 

As expected, this term plus a similar term from Standard Model polarizations combines 
with the one-loop unresummed scalar contribution, 

CB 
327r2 Z him4' (34) 

i 

to give the same result but with mi "-+ mi  (a welcome check of the calculation). In (33) 
///susY is the full thermal mass for squarks while for the Higgs modes it includes only 
the contribution of supersymmetric particles (see Appendix A):  

//SOSY HSUSY = 21 ht2 sin 2/3 T 2. (35) 

4. Results  

In Fig. 2 different approximations to the scaled effective potential [ V ( ~ ) / T  4] are 
plotted at the corresponding critical temperature. Parameters are fixed as in the example 
at the end of Section 2: top pole mass Mt = 156 GeV, mQ = 70 GeV, mv = m~LR = 0 
and tan/3 = 2.5. The thin solid line corresponds to the one-loop resummed potential 
for which 7~ = 1.02. The effect of including two-loop corrections from Standard Model 
particles is shown by the dashed line: the transition becomes stronger and ~ increases 
up to 1.20. This effect can be traced back [7] to the presence of corrections of the form 
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Fig. 1. Two-loop graphs involving third generation squarks. 

The extra supersymmetric diagrams 7 we have to consider are depicted in Fig. 1. 
Note that, with our assumptions on the supersymmetric spectrum, R-parity conservation 
implies that squarks appear always in closed loops. Furthermore, there are no fermionic 
diagrams because all R = - 1  fermions are assumed heavy (two-loop diagrams with e.g. 
a top quark and a stop involve also higgsinos or gluinos to close the fermion loop).  We 
label the diagrams in a similar way as in Ref. [7] .  By qi we represent a squark of  a 
given fiavour q and chirality i = L, R. Then, ~7~. would stand for a squark o f  different 
flavour and different chirality. 

The dominant logarithmic contribution (plus linear terms) can then be written, in the 
high-temperature expansion (see Appendix B for the integral expression), as the sum 
of  the following pieces (Nc = 3 is the number of  colours):  

2 2 2 - -  "1 gs ( Nc - 1 ) T [=2 • 2mTL 2~R --2 2mbL 
v(~,) = y6~¢ J [m~ ,og 5~-  + ~" log 5~ -  + "~ log (28)  

7 For MSSM Feynman rules, see e.g. Ref. [ 12]. 
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(here v(T ∗) refers, strictly speaking, to different quantities on the two sides; cf. sec. 4.2).

volume we cite a conservative but unprecise estimate of the error:

σ

(T ∗
c )

3
= 0.035 ± 0.005 . (3.9)

4. Comparison with perturbation theory

With a view of learning about generic features of the dynamics of the theory, probably appli-

cable also to other parameter values than the very ones considered here but nevertheless close

to mh ≃ 126 GeV, we proceed to comparing the lattice results with those of 2-loop pertur-

bation theory within the 3d theory. We stress that since both results are based on the same

3d theory, the comparison is not jeopardized by perturbative uncertainties in dimensional

reduction and vacuum renormalization as discussed in sec. 2.1. Indeed, these ultraviolet fea-

tures play a role only in the relation of the approximate parameters (T ∗,m∗
h,m

∗
t̃R
, etc) to the

physical ones (T,mh,mt̃R
, etc). For conceptual clarity, we furthermore split the comparison

into two parts, given that some of the perturbative numbers cited are specific to Landau

gauge, in accordance with established (although not necessary) conventions of the field.

4.1. Identical observables

Two of the observables, namely the critical temperature and latent heat, have definitions

[see eq. (3.6) for the latter] that can be operatively applied both to lattice and perturbative
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Lattice is a bit more generous:

⇣ v

Tc

⌘

latt
= 1.117(5)

⇣ v

Tc

⌘

Landau
= 0.9

mt̃R ⇡ 155 GeV

technical framework for the treatment of the light stop scenario, in the presence of a very
heavy stop, was defined by using an effective theory approach and it was subsequently

applied to the EWBG scenario in Ref. [23]. For completeness, and in order to define a
few representative updated points, we present the results of such an analysis here.

In order to properly analyze the issue of EWBG we have complemented the zero tem-

perature results with the two-loop finite temperature effective potential [12]. Light stops
may be associated with the presence of additional minima in the stop–Higgs V (t̃, h) po-

tential, and therefore the question of vacuum stability is relevant and should be considered
by a simultaneous analysis of the stop and Higgs scalar potentials. All points shown in

Fig. 1 fulfill the vacuum stability requirement 1.
For values of the heavy stop mass mQ below a few tens of TeV, the maximal Higgs

mass that can be achieved consistent with a strong first order phase transition is about

122 GeV. The main reason is that larger values of the Higgs boson mass would demand
large values of the mixing parameter Xt, for which the effective coupling ghht̃t̃ of the

lightest stop to the Higgs is suppressed, turning the electroweak phase transition too
weak. In the effective theory the coupling ghht̃t̃ is given by
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Figure 1: The window with ⟨φ(Tn)⟩/Tn ! 1 for a gluino mass M3 = 700 GeV, mQ ≤ 50TeV

(left panel) and mQ ≤ 106 TeV (right panel).

1There is an apparent loss of perturbativity in the thermal corrections to the t̃ potential associated
with the longitudinal modes of the gluon. In our work we considered that, due to their large tempera-
ture dependent masses, the terms proportional to the third power of their thermal masses in the high
temperature expansion are efficiently screened and do not lead to any relevant contribution to the t̃
potential.
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Figure 2. Scatter plot f
rel

vs. mS from a random scan of parameter space with input parameters
varying in the ranges �m = 0.1� 1, v

0

/vc = 1.1� 10, log
10

vc/wc = (�1)� (+1). Di↵erent groups of
points are distinguished by their relation to XENON bound: lightest gray points (filled circles) are
already excluded, orange diamonds (“marginal”) are uncertain and blue circles (“allowed”) are still
allowed even by strongest XENON limit. Yellow plus signs show the extension of the allowed region
when the upper bound on �m is pushed to 1.5.

To quantify the DM abundance we define the ratio

frel =
⌦Sh2

0.11
. (4.3)

In the Monte Carlo scan over models that that selects for a strong EWPT (to be discussed in
greater detail below), we find that none of them can give frel ⇠= 1 while remaining consistent
with the direct detection constraints (see figure 2). However, there is no need for S to be the
only DM component; it could make a subdominant contribution to the total DM density,
while still interacting strongly enough with nuclei to be potentially detectable. If frel < 1,
then the relic density of S is suppressed relative to the observed value by frel, and larger
values of the coupling �m, which controls the barrier height and thus the strength of the
phase transition, become allowed. We will exploit this possibility in the following.

Before coming to constraints from direct detection, we point out a subtlety in the DM
abundance determination. Because the Higgs resonance is very narrow, the cross section
at the pole is quite large, and the annihlation cross section evaluated at s = 4m2

S is not an
accurate approximation to the thermally averaged cross section when mS . mh/2, where
the WIMP thermal distribution may be overlapping with the pole. The e↵ect of using the
accurate thermal annihilation cross section (see ref. [78]) is illustrated in figure 3. In fact
neither of the results shown there can be trusted in the a↵ected range 50GeV . mS < mh/2.
Whereas h�vis=4m2

S
is an underestimate, the integrated h�vi is an overestimate for the

annihilation rate, because in reality only a narrow range of momenta see the pole at any given
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Strong transition and S-DM?  (Not in simplest case)

However, needs for a large v/T (large λhs)  
and a large Ω are in contrast:

Large v/T implies a subdominant DM

Figure 4. Distributions of parameters satisfying the constraints (2.8), (2.9), (3.1) and the nominal
DM direct detection bound (4.6). Top row shows input parameters, bottom two rows are derived.
Dimensionful quantities are in GeV units.

varied over the ranges �m = 0.1 � 1, v0/vc = 1.1 � 10, log10 vc/wc ⌅ (�1, 1) produces
22500 models consistent with the constraint (4.6) as well as with the sphaleron washout
bound (2.9), the consistency requirement (2.8) and the invisible Higgs decay width (3.1) of
previous sections. Distributions of various parameters in this set of models can be seen in
figure 4. One observes that the DM mass is typically in the range 80 � 160GeV, for our
choice �m < 1. (Figure 2 illustrates that higher masses are correlated with larger values of
�m). The vc values fall in the range 140 � 220GeV and as Tc tends to be around 100GeV
strong phase transitions are found with vc/Tc as high as 3.5. The wc distribution peaks at
wc ⇤ 160GeV with wc < 500GeV and the relic density fraction frel tends to be . 0.01.

We show the scatter plot of accepted models in frel versus mS in figure 2 and the same
data in figure 5 as mS versus ⇥e� ⇥ frel ⇥SI . The cross section ⇥e� indicates the reach of
the future XENON experiments to rule out a given model, or to verify the existence of its
associated DM particle. All direct DM bounds inevitably su�er from uncertainties in the
local Galactic abundance and velocity distribution of the DM. We estimate the e�ect of
these uncertainties on the latest XENON100 constraint following ref. [83], which shows that
the constraint derived from standard assumptions about the local DM distribution could
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in equilibrium on the relevant equilibraton time scale, which depends on the spec-

trum of supersymmetric particles carrying baryon and lepton number. In the usual
wash-out computation in the broken phase, the appropriate time scale is the in-

verse Hubble rate, which means that even the feeblest Yukawa interactions leading
to eR-equilibration [34] are considered to be fast. In this case, using the notation

na � Na ⌃Nā = �a
µaT 2

6
, (5.47)

where �a = 1(2) when a refers to a fermion (boson), one can show that for the SM

nB =
1

3
nq =

1

3
(6⇤ 3⇤ 2)µqT

2

6
⌥ µq =

1

2

nB
T 2

(5.48)

and similarly
⇤
i µli = 2nB/T

2, which, when inserted in (5.46) gives the familiar
result A = 13/2. For electroweak baryogenesis, however, the relevant time scale is

the inverse sphaleron rate in the symmetric phase, and therefore none of the right-
handed leptons will have time to equilibrate (⇢ is in fact a border-line case with
chirality flipping rate comparable to the sphaleron rate; but we take it also to be

out of equilibrium). Then, with the SM spectrum, which would apply if all squarks
were heavy,

⇤
i µli = 3nB/T

2 and hence A = 15/2. If there are Nsq flavours squarks

which are light enough to be present at T = 100GeV, one has

A =
9

2

�
1 +
Nsq
6

⇥⇤1
+ 3 . (5.49)

It is straightforward to generalize A to the case of an arbitrary number of light

left-handed sleptons, but the expression is cumbersome because of the multitude of
possible mixing scenarios in the leptonic sector, and we omit it here for the sake of

simplicity.

Moving to the wall frame, the time derivative in (5.43) becomes �t⌅⌃vw�z, and
it is easy to integrate the equation to obtain the baryon asymmetry:

nB =
3�sph
2 vw

⌅ ⇥

0

dz ⇧qL(z)e
⇤kBz , (5.50)

where

kB �
3A

2vw

�sph
T 3
. (5.51)

The integral over z in (5.50) can be done analytically. The baryon-to-entropy ratio,

�B � nB/n⇧ ⇧ 7nB/s, can then be written as a single integral over the source function
SH(y):

�B =
945�sph⌃5W
8⇥2vwg�

C(�̃i)R

⌅ ⇥

⇤⇥
dy

�
G+(y)⌃

�m
6⌦⌃⇤(vw +DhkB)

G⇤(y)
⇥
SH(y) , (5.52)
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the wall, vw is the wall velocity, "i is the rate of an interaction that converts species

i into other kinds of particles, and Si is the source term associated with the current
generated at the bubble wall. There is little controversy about the form of these

equations, but little agreement exists as to how to properly derive the source terms
Si. There are many di⌘erent formalisms for obtaining the sources [24, 6, 25], but so
far little e⌘ort has been made to see how far they agree or disagree with each other.

We shall comment on this issue briefly in our conclusions.

Here we shall use the ‘classical force’ mechanism (CFM) for baryogenesis [6, 18,
20, 21]. The CFM makes use of the intuitively simple picture of particles being

transported in the plasma under the influence of the classical force exerted on them
by the spatially varying Higgs field condensate. We assume that the plasma in this

bubble wall region can be described by a collection of semiclassical quasiparticle
states which we shall refer to as WKB states, because their equation of motion is

derived using the WKB approximation expanding in derivatives of the background
field. The force acting on the particles can be deduced from the WKB dispersion
relations and their corresponding canonical equations of motion. This is a reasonable

assumption when the de Broglie wavelength of the states is much shorter than the
scale of variation of the bubble wall, i.e. ⇧ ⇤ �w, which is satisfied in electroweak
baryogenesis; in the MSSM, the wall widths are typically �w ⇥ 6 ⇧ 14/T [12, 26],
whereas for a typical excitation ⇧ ⇥ 1/T . Given these conditions one can write a
semiclassical Boltzmann equation for the distribution functions of the local WKB-
states

(�t + vg · �x + F · �p)fi = C[fi, fj, . . .] . (1.2)

where the group velocity and classical force are given respectively by

vg � �pc⌃ ; F = ṗ = ⌃v̇g . (1.3)

Here pc is the canonical, and p � ⌃vg the physical, kinetic momentum along the
WKB worldline. Note that we treat the transport problem here in the kinetic vari-
ables — in which the Boltzmann equation has the non-canonical form of (1.2) —

rather than in the canonical variables used in previous treatments. As will be dis-
cussed in more detail below, this choice has the simple advantage of circumventing

all the diculties associated with the variance of the canonical variables under lo-
cal phase (‘gauge’) transformations of the fields in the lagrangian. In these kinetic

variables it is also more manifestly (and gauge independently) clear how, because
of CP-violating e⌘ects, particles and antipartices experience di⌘erent forces in the
wall region, which leads to the separation of chiral currents. The explicit form of vg
and F in a given model can be found from the WKB dispersion relations, as we will
illustrate in sections 2 and 3. The Boltzmann equation (1.2) can then be converted

to di⌘usion equations in a standard way by doing a truncated moment expansion [18]
(see section 4).
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and (2.13), the force acting on the particles defined as in eq. (1.3) i.e. F = ṗ =

 v̇g, where the latter follows trivially since  ̇ = 0 along the particle trajectory. In
particular we wish to verify explicitly that we obtain a gauge independent result for

the force. Using the canonical equations of motion we have

v̇g = ẋ(�xvg)pc + ṗc(�pcvg)x

= vg(�xvg)pc ⇥ (�x )pc(�pcvg)x . (2.15)

Using the form (2.12) for vg, di�erentiating and substituting with the dispersion
relation (2.11), we find

(�xvg)pc =
m2

( + sCP
s⇧�

2 )
3

(�pcvg)x = ⇥⇥�CP
m2

( + sCP
s⇧�

2 )
3
⇥ vg

|m||m|�

( + sCP
s⇧�

2 )
2
, (2.16)

from which it is easy to see that the gauge terms (in ⇥CP) cancel out exactly in (2.15)
and that the force is given by the gauge independent expression

ṗ =  v̇g = ⇥
|m||m|� 
( + sCP

s⇧�

2 )
2
+ sCP

s���

2

|m|2 
( + sCP

s⇧�

2 )
3
, (2.17)

which to linear order in �� can be written as

ṗ = ⇥ |m||m|
�

 
+ sCP

s(|m|2��)�
2 2

. (2.18)

The force therefore contains two pieces. The first is a CP-conserving part, leading
to like deceleration of both particles and antiparticles because of the increase in the
magnitude of the mass. The second part, proportional to the gradient of the complex

phase of the mass term, is CP-violating, and causes opposite perturbations in particle
and antiparticle densities.

In connection with eq. (2.10) we mentioned the di�erence in definition of canon-
ical momentum for left- and right-handed particles. From the immediately preced-

ing discussion we can see that this di�erence gets absorbed into the definition of
the unphysical phase ⇥CP. Indeed, for the right-handed fermions one should define

⇥CP = ⇥�⇥ sCP��/2 instead of ⇥� + sCP��/2. Since we have just shown that ⇥CP can-
cels out of physical quantities, the di�erence between the dispersion relations derived
from the spinors Ls and Rs has no physical e�ect. On the other hand, it is true that

for relativistic particles Ls will represent a particle with mostly negative helicity and
Rs will correspond to a mostly positive helicity particle. The information about he-

licity (�) is contained in the spin factor, s = � sign(pz), and this does have a physical
e�ect: particles with opposite spin feel opposite CP-violating forces.
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an expression for the invariant energy2

⇧ =
⇥
(pc ⇧ �CP)2 + |m|2 ⇧ sCP

s⌦�

2
, (2.11)

where �CP � �� + sCP⌦�/2 in the left- and �CP � �� ⇧ sCP⌦�/2 right chiral sector.
(This di�erence in �CP has no consequence what follows, which is why we have

suppressed the indices referring to chirality). Identifying the velocity of the WKB
particle with the group velocity of the wave-packet (corresponding to the stationary
phase condition of the WKB-wave) it can be computed as

vg = ( pc⇧)x =
pc ⇧ �CP⇥

(pc ⇧ �CP)2 + |m|2

=
p0
⇧

�
1 + sCP

s|m|2⌦�
2p20⇧

⇤
, (2.12)

where the latter form follows on expanding to linear order in |m|2⌦�/⇧ after elim-
inating pc ⇧ �CP with (2.11). vg is clearly a physical quantity, independent of the
ambiguity in definition of pc. Given energy conservation along the trajectory we then
have the equation of motion for the canonical momentum viz.

ṗc = ⇧( x⇧)pc = vg��CP ⇧
|m||m|�⇧
(⇧ + sCP

s⌅�

2 )
+ sCP

s⌦��

2
(2.13)

which, like the canonical momentum itself, is manifestly a gauge dependent quan-
tity, through the first term. Equations (2.12) and (2.13) together are the canonical

equations of motion defining the trajectories of our WKB particles in phase space.
The physical kinetic momentum can now be defined as corresponding to the

movement of a WKB-state along its world line

p � ⇧vg . (2.14)

This relation also defines the physical dispersion relation between the energy and
kinetic momentum. We now calculate, using the canonical equations of motion (2.12)
2This discussion is closely analogous to the motion of a particle in an electromagnetic field, which

can be described by a hamiltonian

H =
⇥
(pc ⇧ eA)2 +m2 + eA0 .

Here the canonical momentum pc is related to the physical, kinetic momentum p � mv/
⇥
1⇧ v2 =

⌅vg by the relation pc = p + eA. Canonical momentum is clearly a gauge dependent, unphysical
quantity, because the vector potential is gauge variant. Similarly canonical force acting on pc is
gauge dependent, but the gauge dependent parts cancel when one computes the physical force
acting on kinetic momentum:

ṗk = ⇧ xH ⇧ e tA = e(E+ v ⇤B) .

8
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F
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without any explicit time dependence, as we are looking for a stationary solution. The

Ci are the collision terms describing the change of the phase-space density by particle

interactions that drive the system back to equilibrium. We introduce perturbations around

the chemical and kinetic equilibrium with the fluid-type truncation in the rest frame of the

wall [9]

fi(z, pz, p) =
1

eβ[γw(Ei+vwpz)−µi] ± 1
+ δfi(z, pz, p) (5.5)

where β = 1/T and γw = 1/
√

1 − v2
w, and plus (minus) refers to fermions (bosons). Here

the chemical potentials µi(z) model a local departure from the equilibrium particle density

and the perturbations δfi describe the movement of the particles in response to the force.

The latter do not contribute to the particle density, i.e.
∫

d3p δfi = 0. To first order in

derivatives the perturbations are CP-even and equal for particles and antiparticles. But to

second order they have CP-even and CP-odd parts, which we treat separately, i.e.

µi = µi,1e + µi,2o + µi,2e, δfi = δfi,1e + δfi,2o + δfi,2e, (5.6)

so that the perturbations to second order for particles differ from those for antiparticles.

In order to compute the asymmetry in the left-handed quark density, we expand the

Boltzmann equation in gradients. In the model under consideration, the most important

particle species are top and bottom quarks, as well as the Higgs bosons. The other quark

flavors and the leptons can be neglected thanks to their small Yukawa couplings. In a

first step we assume baryon number conservation. We take into account W -scatterings,

the top Yukawa interaction, the strong sphalerons, the top helicity flips and Higgs number

violation with rates ΓW , Γy, Γss, Γm and Γh, respectively, where the latter two are only

present in the broken phase. After the left-handed quark asymmetry is computed, the

weak sphalerons, with the rate Γws, convert it into a baryon asymmetry.

We follow the computation and notation presented in ref. [14]. We weight the Boltz-

mann equations with 1 and pz/E0, and perform the momentum average. Accordingly

“plasma velocities” appear in the following, which are defined as ui ≡ ⟨(pz/E0)δfi⟩. We

end up with the transport equations for chemical potentials of left-handed SU(2) doublet

tops µt,2, left-handed SU(2) doublet bottoms µb,2, left-handed SU(2) singlet tops µtc,2,

Higgs bosons µh,2, and the corresponding plasma velocities

3vwK1,tµ
′
t,2 + 3vwK2,t(m

2
t )

′µt,2 + 3u′
t,2

−3Γy(µt,2 + µtc,2 + µh,2) − 6Γm(µt,2 + µtc,2) − 3ΓW (µt,2 − µb,2)

−3Γss[(1 + 9K1,t)µt,2 + (1 + 9K1,b)µb,2 + (1 − 9K1,t)µtc,2] = 0

3vwK1,bµ
′
b,2 + 3u′

b,2

−3Γy(µb,2 + µtc,2 + µh,2) − 3ΓW (µb,2 − µt,2)

−3Γss[(1 + 9K1,t)µt,2 + (1 + 9K1,b)µb,2 + (1 − 9K1,t)µtc,2] = 0

3vwK1,tµ
′
tc,2 + 3vwK2,t(m

2
t )

′µtc,2 + 3u′
tc,2

−3Γy(µt,2 + µb,2 + 2µtc,2 + 2µh,2) − 6Γm(µt,2 + µtc,2)
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5. Transport equations

In this section we discuss the evolution of the particle distributions during the phase tran-

sition. The CP-violating interactions of particles in the plasma with the bubble wall create

an excess of left-handed quarks over the corresponding antiquarks. This excess diffuses into

the symmetric phase, where the left-handed quark density biases the sphaleron transitions

to generate a net baryon asymmetry.

Using the semiclassical WKB formalism [9, 14, 22], we obtain different dispersion

relations for particles and antiparticles in the space-time dependent background of the

Higgs expectation values. The dispersion relations then lead to force terms in the transport

equations. The WKB method is justified when the de Broglie wavelength of the particles

in the plasma is much shorter than the bubble wall thickness [22]. Hence the condition

LwT ≫ 1 has to be satisfied to legitimate an expansion in derivatives of the background

Higgs fields. As demonstrated in section 3 we find that a large part of the parameter space

does fulfill this condition.

In the 2HDM, baryogenesis is driven by top transport. So we can focus the discus-

sion on the case of a single Dirac fermion, with a space-time dependent mass ReM(z) +

iγ5ImM(z), where M(z) = m(z)eiθ(z). The dispersion relation to first order in gradients

is given by [14, 23]

E = E0 ± ∆E = E0 ∓ s
θ′m2

2E0E0z
, (5.1)

where E0 =
√

p2 + m2 and E0z =
√

p2
z + m2 in terms of the kinetic momentum. The prime

denotes the derivative with respect to z, and the upper and the lower sign corresponds to

particles and antiparticles, respectively. The spin factor s = 1 (−1) for z-spin up (down)

is related to the helicity λ by s = λ sign(pz). Note that eq. (5.1) is the dispersion relation

in a general Lorentz frame, in contrast to the one derived in ref. [9]. For the group velocity

of the WKB wave-packet one obtains

vgz =
pz

E0

(
1 ± s

θ′

2

m2

E2
0E0z

)
. (5.2)

The semiclassical force acting on the particles,

Fz = −
(m2)′

2E0
± s

(m2θ′)′

2E0E0z
∓ s

θ′m2(m2)′

4E3
0E0z

, (5.3)

results from the canonical equations of motion. It was the main result of ref. [14] that the

expressions for the dispersion relation (5.1), the group velocity (5.2), and the semiclassical

force (5.3) agree with the full Schwinger–Keldysh result [23].

In the semiclassical approximation the evolution of the particle distributions fi is

described by a set of classical Boltzmann equations. We assume a planar wall moving with

constant velocity vw. Hence, in the rest frame of the wall, the distributions fi only depend

on z, pz and p = |p|, due to the translational invariance parallel to the wall. For each fluid

of particle type i we have

(vgz∂z + Fz∂pz
)fi = Ci[f ], (5.4)
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without any explicit time dependence, as we are looking for a stationary solution. The

Ci are the collision terms describing the change of the phase-space density by particle

interactions that drive the system back to equilibrium. We introduce perturbations around

the chemical and kinetic equilibrium with the fluid-type truncation in the rest frame of the

wall [9]

fi(z, pz, p) =
1

eβ[γw(Ei+vwpz)−µi] ± 1
+ δfi(z, pz, p) (5.5)

where β = 1/T and γw = 1/
√

1 − v2
w, and plus (minus) refers to fermions (bosons). Here

the chemical potentials µi(z) model a local departure from the equilibrium particle density

and the perturbations δfi describe the movement of the particles in response to the force.

The latter do not contribute to the particle density, i.e.
∫

d3p δfi = 0. To first order in

derivatives the perturbations are CP-even and equal for particles and antiparticles. But to

second order they have CP-even and CP-odd parts, which we treat separately, i.e.

µi = µi,1e + µi,2o + µi,2e, δfi = δfi,1e + δfi,2o + δfi,2e, (5.6)

so that the perturbations to second order for particles differ from those for antiparticles.

In order to compute the asymmetry in the left-handed quark density, we expand the

Boltzmann equation in gradients. In the model under consideration, the most important

particle species are top and bottom quarks, as well as the Higgs bosons. The other quark

flavors and the leptons can be neglected thanks to their small Yukawa couplings. In a

first step we assume baryon number conservation. We take into account W -scatterings,

the top Yukawa interaction, the strong sphalerons, the top helicity flips and Higgs number

violation with rates ΓW , Γy, Γss, Γm and Γh, respectively, where the latter two are only

present in the broken phase. After the left-handed quark asymmetry is computed, the

weak sphalerons, with the rate Γws, convert it into a baryon asymmetry.

We follow the computation and notation presented in ref. [14]. We weight the Boltz-

mann equations with 1 and pz/E0, and perform the momentum average. Accordingly

“plasma velocities” appear in the following, which are defined as ui ≡ ⟨(pz/E0)δfi⟩. We

end up with the transport equations for chemical potentials of left-handed SU(2) doublet

tops µt,2, left-handed SU(2) doublet bottoms µb,2, left-handed SU(2) singlet tops µtc,2,

Higgs bosons µh,2, and the corresponding plasma velocities

3vwK1,tµ
′
t,2 + 3vwK2,t(m

2
t )

′µt,2 + 3u′
t,2

−3Γy(µt,2 + µtc,2 + µh,2) − 6Γm(µt,2 + µtc,2) − 3ΓW (µt,2 − µb,2)

−3Γss[(1 + 9K1,t)µt,2 + (1 + 9K1,b)µb,2 + (1 − 9K1,t)µtc,2] = 0

3vwK1,bµ
′
b,2 + 3u′

b,2

−3Γy(µb,2 + µtc,2 + µh,2) − 3ΓW (µb,2 − µt,2)

−3Γss[(1 + 9K1,t)µt,2 + (1 + 9K1,b)µb,2 + (1 − 9K1,t)µtc,2] = 0

3vwK1,tµ
′
tc,2 + 3vwK2,t(m

2
t )

′µtc,2 + 3u′
tc,2

−3Γy(µt,2 + µb,2 + 2µtc,2 + 2µh,2) − 6Γm(µt,2 + µtc,2)
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Figure 9: The window of strong enough phase transition, φc/Tc > 1.0, in the
Higgs mass versus light stop mass plane for the MSSM. A strong phase transition
and a Higgs mass mh ≃ 125 GeV can only be achieved at the cost of a very heavy
left-handed stop, mQ ∼ 106 TeV. Plot adapted from [87].

Additional constraints arise from the requirement that tan β is not too large
and that the stop do not develop a vev at low temperature what would lead
to a spontaneous breaking of color. The results of this analysis from [87]
is shown in Fig. 9. These results also have been qualitatively confirmed in
lattice calculations [88].

4.4.2 Electroweak baryogenesis

As alluded in section 2.5, the determination of the baryon asymmetry in the
MSSM is a controversial topic. One difference to the other models discussed
so far is that CP violation does not arise in the top sector. The dominant
source of CP violation turns out to be the charginos and neutralinos. For
example the chargino mass can be written

Mχ±
=

(

M2 gh2

gh1 µ

)

, (117)

Similar results were found by

which also used SC/CTP approach 

and included flavour mixing effects

T.Konstandin, T.Prokopec, M.G.Schmidt, 
and M.Seco, NPB738 (2006) 1.

J.M.Cline, M.Joyce and KK, 
JHEP 0007 (2000) 018. 
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Additional constraints arise from the requirement that tan β is not too large
and that the stop do not develop a vev at low temperature what would lead
to a spontaneous breaking of color. The results of this analysis from [87]
is shown in Fig. 9. These results also have been qualitatively confirmed in
lattice calculations [88].

4.4.2 Electroweak baryogenesis

As alluded in section 2.5, the determination of the baryon asymmetry in the
MSSM is a controversial topic. One difference to the other models discussed
so far is that CP violation does not arise in the top sector. The dominant
source of CP violation turns out to be the charginos and neutralinos. For
example the chargino mass can be written

Mχ±
=

(

M2 gh2

gh1 µ

)

, (117)

Similar results were found by

which also used SC/CTP approach 

and included flavour mixing effects

T.Konstandin, T.Prokopec, M.G.Schmidt, 
and M.Seco, NPB738 (2006) 1.

J.M.Cline, M.Joyce and KK, 
JHEP 0007 (2000) 018. 

Stop transport:

J.Kozaczuk, S.Profumo, M.Ramsey-Musolf and CL. 
Wainwrigh, PRD86 (2012) 096001 

Neutralino transport:

Y.Li, S.Profumo, and M.Ramsey-Musolf, 
PLB673 (2009) 95–100.

However, there are differences (in the evaluation of the source) in the literature:
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Figure 10: Contours of the regions with viable baryogenesis as a function of
the two chargino mass parameters M2 and µ. In the black region the baryon
asymmetry is larger than observed. Plot adapted from [24].

paper method η/ηobs
[41] (2000) mass insertion formalism; no Higgs re-

summation
∼ 35

[42] (2002) mass insertion formalism; including
Higgs resummation

∼ 10

[43] (2004) mass insertion formalism; no Higgs
resummation; more realistic diffusion
network

∼ 140

[24] (2005) Kadanoff-Baym formalism; flavor oscil-
lations; assumes the adiabatic regime

∼ 3.5

Table 1: The largest possible baryon asymmetry for almost mass degenerate
charginos and a maximal CP-violating phase.

4.4.3 Collider and low energy probes of the model

In the context of electroweak baryogenesis, the MSSM provides some special
signatures. The first class of signals comes from the new source of CP viola-
tion in the chargino sector. Since the charginos cannot be much heavier than

T.Konstandin, arXiv:1302.6713 [hep-ph]
Does it work?  (Not likely)
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In addition to promoting S to a dark matter candidate, we take advantage of it to
get the CP-violation required for baryogenesis by introducing a dimension-6 operator, that
modifies the top quark mass at nonzero S. The full mass term takes the form

ytQ̄LH
⇤
1 +

�

�2
S2

⌅
tR + h.c. (1.1)

where � is a complex phase and � is a new physics scale. During the EWPT, the top quark
mass thus gets a spatially-varying complex phase along the bubble wall profile, which provides
the source of CP violation needed to generate the baryon asymmetry. Ref. [48] considered the
analogous dimension-5 operator involving S/�, but here we are forced to use S2/�2 because
of the Z2 symmetry S ⇤ �S needed to prevent decay of S, as befits a dark matter candidate.

We review the method of construction of the e⇥ective potential in section 2, constraints
from invisible Higgs decays in section 3, and direct detection constraints on the scalar dark
matter candidate in section 4 along with some results from a random scan over model pa-
rameters. The absence of other constraints on the model is explained in section 5. The
computation and resulting distributions of value for the baryon asymmetry are described in
section 6. Conclusions are given in section 7.

2 E�ective potential

We follow refs. [47, 48], starting from the tree-level potential for the Higgs doublet H and
real singlet S,

V0 = ⇤h

⇧
|H|2 � 1

2
v20

⌃2

+
1

4
⇤s

�
S2 � w2

0

⇥2
+

1

2
⇤m|H|2S2 . (2.1)

This potential has the Z2 symmetry S ⇤ �S that is needed to guarantee the stability of S as
a DM particle, but parameters can be chosen such that the Z2 breaks spontaneously at high
temperatures, giving S a VEV (with H = 0) in the electroweak symmetric vacuum, while
the true vacuum is along the H axis at T = 0.2 The finite-temperature e⇥ective potential
for the real fields H = h/

⌅
2 and S can be written in the form

V =
⇤h

4

⇧
h2 � v2c +

v2c
w2
c
S2

⌃2

+
⇥

4
S2h2 +

1

2
(T 2 � T 2

c )(chh
2 + csS

2) , (2.2)

where the parameter w0 has been traded for its counterpart wc at the critical temperature of
the phase transition Tc, vc is the corresponding critical VEV of h, and the following relations
hold:

⇥ ⇥ ⇤m � 2⇤h
v2c
w2
c

(2.3)

T 2
c =

⇤h

ch

�
v20 � v2c

⇥
. (2.4)

Here the coe⇤cients ch and cs determine the O(T 2) corrections to the masses of h and S,
and are given in terms of the gauge and other couplings by

ch =
1

48

⇧
9g2 + 3g�2 + 12y2t + ⇤h

⇧
24 + 4

v2c
w2
c

⌃
+ 2⇥

⌃

2Ref. [48] notes that domain walls associated with this spontaneous breaking of Z2 would only come to
dominate the energy density of the universe at low temperatures T � 10�7 GeV; but by this time the symmetry
is restored and the domain walls are no longer present.

– 2 –

the singlet Higgs was not required to be a DM candidate. For example, nothing prevents
us from choosing the phase � in (1.1) to be maximally CP-violating. Ref. [48] considers the
two-loop Barr-Zee contributions to the electric dipole moments of the electron and neutron.
But this requires h-s mixing, which does not occur in our model. Ours is similar to models
in which CP is broken spontaneously at high temperature in this respect.

Because of the singlet nature of S and its sole couplings being to the Higgs (without
mixing), and through the dimension-6 operator (1.1), there are no other direct constraints
on its mass from collider searches, nor from precision electroweak observables.

6 Baryon asymmetry

The baryon asymmetry depends upon a source of CP violation that biases sphaleron
interactions near the expanding bubble walls toward production of baryons, as opposed
to antibaryons. We take our relevant CP-violating parameter to be the phase � in the
dimension-6 coupling in (1.1), and for definiteness we fix � = ei⇥/2 to maximize the
CP violation. (Since the baryon asymmetry �B goes linearly in the imaginary part, the
generalization to arbitrary phases is straightforward.) Then inside the bubble walls during
the phase transition, the top quark has a spatially varying complex mass, given by

mt(z) =
yt⇧
2
h(z)

�
1 + i

S2(z)

�2

⇥
⇥ |mt(z)|ei�(z) (6.1)

where z is taken to be the coordinate transverse to the wall, in the limit that it has
grown large enough to be approximated as planar. The existence of the nontrivial phase
⇥(z) ⇤= S(z)/� is su⇥cient to source the baryon asymmetry. In the following, we will initially
fix � = 1TeV for the computation �B. Since �B ⇤ 1/�2 for large �, one can always rescale
� to adjust �B to the desired value.

We follow ref. [48] in approximating the bubble wall profiles in the form

h(z) =
1

2
vc(1 + tanh(z/Lw))

S(z) =
1

2
wc(1� tanh(z/Lw)) (6.2)

where the wall thickness is taken to be

Lw =

�
2.7

⇤

�
1

w2
c
+

1

v2c

⇥�
1 +

⇤w2
c

4⌅hv2c

⇥⇥1/2

. (6.3)

This fully determines the top quark mass profile for a given model.
The baryon asymmetry is determined by first solving transport equations for the

chemical potentials and velocity perturbations of various fields that develop an asymmetry
in the vicinity of the bubble wall. We improve upon the treatment given in [48] by using the
more recent and complete transport equations of [84], which are based on the semiclassical
baryogenesis mechanism of refs. [85–89] that determine the chemical potentials of tL, tR, bL
(the left-handed bottom quark) and h, rather than those of [90]. We also correct an apparent
error in [48] where there was a mismatch between the orientation of the bubble wall and the
transport equations that were solved. (The transport equations are not symmetric under
z ⌅ �z because it matters whether the wall is expanding into the symmetric phase (correct)
or into the broken phase (incorrect).)
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BAU from top transport

DM stability =>Z2 symmetry: 
<S>T=0 = 0

(If not DM could take Dim-5 as well) Espinosa, etal

2 singlets + CP-source: DM & BAU
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In addition to promoting S to a dark matter candidate, we take advantage of it to
get the CP-violation required for baryogenesis by introducing a dimension-6 operator, that
modifies the top quark mass at nonzero S. The full mass term takes the form
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mass thus gets a spatially-varying complex phase along the bubble wall profile, which provides
the source of CP violation needed to generate the baryon asymmetry. Ref. [48] considered the
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a DM particle, but parameters can be chosen such that the Z2 breaks spontaneously at high
temperatures, giving S a VEV (with H = 0) in the electroweak symmetric vacuum, while
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the singlet Higgs was not required to be a DM candidate. For example, nothing prevents
us from choosing the phase � in (1.1) to be maximally CP-violating. Ref. [48] considers the
two-loop Barr-Zee contributions to the electric dipole moments of the electron and neutron.
But this requires h-s mixing, which does not occur in our model. Ours is similar to models
in which CP is broken spontaneously at high temperature in this respect.

Because of the singlet nature of S and its sole couplings being to the Higgs (without
mixing), and through the dimension-6 operator (1.1), there are no other direct constraints
on its mass from collider searches, nor from precision electroweak observables.

6 Baryon asymmetry

The baryon asymmetry depends upon a source of CP violation that biases sphaleron
interactions near the expanding bubble walls toward production of baryons, as opposed
to antibaryons. We take our relevant CP-violating parameter to be the phase � in the
dimension-6 coupling in (1.1), and for definiteness we fix � = ei⇥/2 to maximize the
CP violation. (Since the baryon asymmetry �B goes linearly in the imaginary part, the
generalization to arbitrary phases is straightforward.) Then inside the bubble walls during
the phase transition, the top quark has a spatially varying complex mass, given by

mt(z) =
yt⇧
2
h(z)

�
1 + i

S2(z)

�2

⇥
⇥ |mt(z)|ei�(z) (6.1)

where z is taken to be the coordinate transverse to the wall, in the limit that it has
grown large enough to be approximated as planar. The existence of the nontrivial phase
⇥(z) ⇤= S(z)/� is su⇥cient to source the baryon asymmetry. In the following, we will initially
fix � = 1TeV for the computation �B. Since �B ⇤ 1/�2 for large �, one can always rescale
� to adjust �B to the desired value.

We follow ref. [48] in approximating the bubble wall profiles in the form

h(z) =
1

2
vc(1 + tanh(z/Lw))

S(z) =
1

2
wc(1� tanh(z/Lw)) (6.2)

where the wall thickness is taken to be

Lw =

�
2.7

⇤

�
1

w2
c
+

1

v2c

⇥�
1 +

⇤w2
c

4⌅hv2c

⇥⇥1/2

. (6.3)

This fully determines the top quark mass profile for a given model.
The baryon asymmetry is determined by first solving transport equations for the

chemical potentials and velocity perturbations of various fields that develop an asymmetry
in the vicinity of the bubble wall. We improve upon the treatment given in [48] by using the
more recent and complete transport equations of [84], which are based on the semiclassical
baryogenesis mechanism of refs. [85–89] that determine the chemical potentials of tL, tR, bL
(the left-handed bottom quark) and h, rather than those of [90]. We also correct an apparent
error in [48] where there was a mismatch between the orientation of the bubble wall and the
transport equations that were solved. (The transport equations are not symmetric under
z ⌅ �z because it matters whether the wall is expanding into the symmetric phase (correct)
or into the broken phase (incorrect).)
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BAU from top transport

DM stability =>Z2 symmetry: 
<S>T=0 = 0

(If not DM could take Dim-5 as well) Espinosa, etal

However, there goes 
the UV-completion

2 singlets + CP-source: DM & BAU

J.M. Cline, KK, JCAP 1301 (2013) 012 
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GF. MFV can be formulated up to linear order in top Yukawa insertions, or extended to a

nonlinear representation of the symmetry [27, 28]. For enhanced CP violation in Bq mixing

we are interested in (at least) the second order terms in the expansion of the top Yukawa

in MFV. It is sufficient in our initial discussion to only expand to next order in insertions

of gU so that

Y j
U i = ηU g j

U i + η′U g j
U k[(g

†
U )kl (gU )l i] + · · · ,

Y j
D i = ηD g j

D i + η′D g j
D k[(g

†
U )kl (gU )l i] + · · · . (2.5)

We decompose the second scalar doublet as ST = (S+, S0), where S0 = (sR + isI)/
√

2.

The scalar potential is

V =
λ

4

(

H† i Hi −
v2

2

)2

+ m2
1 (S†i Si) + (m2

2 H† iSi + h.c.),

+λ1 (H† iHi) (S† jSj),+λ2 (H†i Hj) (S†j Si) +
[

λ3H
†i H†j Si Sj + h.c.

]

,

+
[

λ4H
†i S†j Si Sj + λ5S

†i H†j Hi Hj + h.c.
]

+ λ6(S
†iSi)

2, (2.6)

where i, j are SU(2) indices. Here v ≃ 246GeV is the vacuum expectation value (VEV) of

the Higgs field. Since we adopt the convention that the doublet S does not get a VEV the

parameters m2
2 and λ5 are related by,

m2
2 + λ⋆5

v2

2
= 0. (2.7)

The spectrum of neutral real scalar fields consists of the Higgs scalar h =
√

2ℜ(H0) another

scalar field sR ≡
√

2ℜ(S0) and a pseudoscalar sI ≡
√

2ℑ(S0). However, these are not mass

eigenstates; in the (h, sR, sI) basis the neutral mass squared matrix M2 is

M2 =

⎛
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m2
h λR

5 v2 λI
5 v2

λR
5 v2 m2

H 0
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5 v2 0 m2

A
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where5

m2
h ≡ λv2/2 , m2

H ≡ m2
S + λ3v

2 and m2
A ≡ m2

S − λ3v
2 (2.9)

with m2
S ≡ m2

1 + (λ1 + λ2)v2/2. Note that mH ,mA is associated with sR, sI . The mass

eigenstate field basis is denoted as h′, s′R, s′I and can be expanded in terms of the original

field basis as

h′ = h − ϵSR sR − ϵSI sI , s′R = sR + ϵSR h, and s′I = sI + ϵSI h , (2.10)

where we defined the expansion parameters

ϵSR ≡
v2λR

5

m2
H − m2

h

and ϵSI ≡
v2λI

5

m2
A − m2

h

.

5We make λ3 real by a phase rotation of S with respect H . We also define λ4 = λR
4 + iλI

4 and λ5 =

λR
5 + iλI

5.
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Scalar sector:

Fermions: Universal (            ) Yukawa alignment  => No FCNC’s 

where Zij is an arbitrary Hermitian 2⇥ 2 matrix and the most general potential is given by
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(2.2)

Both doublets Hi are assumed to be gauged under SU(2)
L

⇥ U(1)Y , while the scalar S
is a singlet under all SM gauge interactions. The singlet S is a crucial ingredient in the
model because it will disentangle the source of a strongly first-order transition from that of
su�ciently strong CP violation.

The Lagrangian (2.1) is invariant under a reparametrization transformation � ! �0 ⌘
P� (and a simultaneous rescaling of S), where P is an element of the general linear group
GL(2, ), and � is the Higgs hyperdoublet:

� ⌘ (H
1

, H
2

)T . (2.3)

GL(2, ) is the semidirect product of special linear transformations SL(2, ) and multiplica-
tive group of dilatations ⇥. We can always use the dilatation and a hyperbolic SL(2, )
transformation to bring the kinetic term into the canonical form, Zij ! diag(1, 1), i.e.

Zij(DµHi)
†DµHj ! |DµH1

|2 + |DµH2

|2 .

The resulting Lagrangian is still invariant under elliptic SL(2, ) transformations, i.e. the
usual SU(2) rotations of the doublets.

A generic 2HDM gives rise to unacceptably large flavour-changing neutral currents
(FCNCs) and the presence of a singlet does not change the situation. One way to avoid
FCNCs is the Yukawa alignment [10], which assumes that both doublets couple to fermions
with the same matrix structure (since S is a singlet under SM gauge interactions its couplings
to charged SM fermions are excluded):

L
Yukawa

= yuC
i
uQ̄L

H̃iuR + ydC
i
dQ̄L

HidR + y`C
i
`LL

HieR + h.c, (2.4)

where H̃
2

⌘ i�
2

H⇤
2

. Here ya are flavour matrices independent of the doublet index, and Ca
i

are doublet-index dependent complex numbers. In general the alignment may be di↵erent
in di↵erent fermion sectors: Ca

i 6= Cb
i . However, for simplicity, we choose to work in the

special case of universal Yukawa alignment, where Ca
i ⌘ Ci. In this case we can, without a

further loss of generality, choose the basis where only the H
2

field couples to fermions. This
corresponds to setting C

1

= 0 and C
2

= 11, so that:

L
Yukawa

= yuQ̄L

H̃
2

u
R

+ ydQ̄L

H
2

d
R

+ y`LL

H
2

e
R

+ h.c . (2.5)

The choice of basis leading to (2.5) can be e↵ected by an SU(2) rotation of �, and it exhausts
our remaining freedom to perform elliptic SL(2, )-reparametrization transformations after
diagonalizing the kinetic term2.

1This actually involves a rotation and a redefining of the scale of ya matrices.
2Note that in the case of general Yukawa alignment, where Ca

i 6= Cb
i , one could still use the SU(2) rotation

to set Cu
1 = 0, so that up-type quarks couple only to H2. Most of our subsequent analysis would hold also

for this scenario, because it is mostly sensitive only to the large top-quark coupling. The only exception is
the electron EDM, for which our analysis covers only a part of the full phase space available in the context of
general alignment.
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Yukawa alignment, which may be argued for by a requirement that the whole Lagrangian is
invariant under the group GL(2, ) of linear reparametrization transformations in the doublet
space. We also use the reparametrization invariance to develop an elegant way explore the
vacuum stability and the phase-transition pattern in the model.

In the 2HDM context large CP violation requires that scalar couplings have large com-
plex phases and strong transition requires that couplings are large in magnitude. When
combined, these requirements tend to give too large electron and neutron electric dipole mo-
ments (EDMs). We will show that the presence of the additional scalar allows for a strong
two-step electroweak phase transition, which does not rely on large radiative corrections to
the e↵ective potential. This alleviates the burden on the scalar self-couplings and significantly
increases the phase space consistent with EDM constraints in the 2HDSM.

The singlet scalar can also be a dark matter (DM) candidate when a discrete Z
2

symme-
try is imposed to stablize it. However, we will find that a strong first-order phase transition
is not consistent with a dominant singlet scalar DM particle. The problem is that a strong
two-step transition requires a large coupling between the singlet and doublet sectors and this
implies so large annihilation rate for the DM that its relic abundance becomes too small to
account for the full observed DM density. This conclusion is generic for all models of this
type.

We observe that two-step transitions may also give rise to too strong transitions. It is
possible that fields get trapped in the metastable minimum so that electroweak symmetry
remains unbroken. Also, the latent heat released in the transition may be so large that the
transition walls necessarily become supersonic. However, we find also parameters for which
walls may be subsonic, consistent with the electroweak baryogenesis scenario. Overall, we
are able to find models that satisfy all observational and experimental constraints and can
also give rise to a successful electroweak baryogenesis, accompanied by a subleading DM in
the 2HDSM context.

The structure of the paper is as follows: In Sec. 2 we introduce the model and dis-
cuss the most general GL(2, )-reparametrization invariant 2HDSM Lagrangian including
Yukawa couplings. Here we also develop methods to study the vacuum stability and the
phase-transition patterns in the theory. In Sec. 3 we first go through the experimental con-
straints on the model and evaluate the DM relic abundance and the DM search limits on
model parameters. We then evaluate the strength of the transition and compute the baryon
asymmetry created in the electroweak phase transition. The section is concluded by a study
of bubble nucleation in the 2HDSM and in the singlet extension of the SM. In Sec. 4 we
conclude and outline some directions for future research.

2 The model

We start from the most general two-Higgs-doublet and inert-singlet extension of the SM with
the scalar field Lagrangian:

L
scalar

= Zij(DµHi)
†DµHj +

1

2
(@µS)
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, H
2

, S) , (2.1)
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⇥ U(1)Y , while the scalar S
is a singlet under all SM gauge interactions. The singlet S is a crucial ingredient in the
model because it will disentangle the source of a strongly first-order transition from that of
su�ciently strong CP violation.

The Lagrangian (2.1) is invariant under a reparametrization transformation � ! �0 ⌘
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transformation to bring the kinetic term into the canonical form, Zij ! diag(1, 1), i.e.
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The resulting Lagrangian is still invariant under elliptic SL(2, ) transformations, i.e. the
usual SU(2) rotations of the doublets.

A generic 2HDM gives rise to unacceptably large flavour-changing neutral currents
(FCNCs) and the presence of a singlet does not change the situation. One way to avoid
FCNCs is the Yukawa alignment [10], which assumes that both doublets couple to fermions
with the same matrix structure (since S is a singlet under SM gauge interactions its couplings
to charged SM fermions are excluded):
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⇥ U(1)Y , while the scalar S
is a singlet under all SM gauge interactions. The singlet S is a crucial ingredient in the
model because it will disentangle the source of a strongly first-order transition from that of
su�ciently strong CP violation.

The Lagrangian (2.1) is invariant under a reparametrization transformation � ! �0 ⌘
P� (and a simultaneous rescaling of S), where P is an element of the general linear group
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GL(2, ) is the semidirect product of special linear transformations SL(2, ) and multiplica-
tive group of dilatations ⇥. We can always use the dilatation and a hyperbolic SL(2, )
transformation to bring the kinetic term into the canonical form, Zij ! diag(1, 1), i.e.

Zij(DµHi)
†DµHj ! |DµH1
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The resulting Lagrangian is still invariant under elliptic SL(2, ) transformations, i.e. the
usual SU(2) rotations of the doublets.
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The choice of basis leading to (2.5) can be e↵ected by an SU(2) rotation of �, and it exhausts
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diagonalizing the kinetic term2.

1This actually involves a rotation and a redefining of the scale of ya matrices.
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for this scenario, because it is mostly sensitive only to the large top-quark coupling. The only exception is
the electron EDM, for which our analysis covers only a part of the full phase space available in the context of
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Both doublets Hi are assumed to be gauged under SU(2)
L

⇥ U(1)Y , while the scalar S
is a singlet under all SM gauge interactions. The singlet S is a crucial ingredient in the
model because it will disentangle the source of a strongly first-order transition from that of
su�ciently strong CP violation.

The Lagrangian (2.1) is invariant under a reparametrization transformation � ! �0 ⌘
P� (and a simultaneous rescaling of S), where P is an element of the general linear group
GL(2, ), and � is the Higgs hyperdoublet:
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GL(2, ) is the semidirect product of special linear transformations SL(2, ) and multiplica-
tive group of dilatations ⇥. We can always use the dilatation and a hyperbolic SL(2, )
transformation to bring the kinetic term into the canonical form, Zij ! diag(1, 1), i.e.

Zij(DµHi)
†DµHj ! |DµH1

|2 + |DµH2

|2 .

The resulting Lagrangian is still invariant under elliptic SL(2, ) transformations, i.e. the
usual SU(2) rotations of the doublets.

A generic 2HDM gives rise to unacceptably large flavour-changing neutral currents
(FCNCs) and the presence of a singlet does not change the situation. One way to avoid
FCNCs is the Yukawa alignment [10], which assumes that both doublets couple to fermions
with the same matrix structure (since S is a singlet under SM gauge interactions its couplings
to charged SM fermions are excluded):
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in di↵erent fermion sectors: Ca
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i . However, for simplicity, we choose to work in the

special case of universal Yukawa alignment, where Ca
i ⌘ Ci. In this case we can, without a

further loss of generality, choose the basis where only the H
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The choice of basis leading to (2.5) can be e↵ected by an SU(2) rotation of �, and it exhausts
our remaining freedom to perform elliptic SL(2, )-reparametrization transformations after
diagonalizing the kinetic term2.

1This actually involves a rotation and a redefining of the scale of ya matrices.
2Note that in the case of general Yukawa alignment, where Ca

i 6= Cb
i , one could still use the SU(2) rotation

to set Cu
1 = 0, so that up-type quarks couple only to H2. Most of our subsequent analysis would hold also

for this scenario, because it is mostly sensitive only to the large top-quark coupling. The only exception is
the electron EDM, for which our analysis covers only a part of the full phase space available in the context of
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Yukawa alignment, which may be argued for by a requirement that the whole Lagrangian is
invariant under the group GL(2, ) of linear reparametrization transformations in the doublet
space. We also use the reparametrization invariance to develop an elegant way explore the
vacuum stability and the phase-transition pattern in the model.

In the 2HDM context large CP violation requires that scalar couplings have large com-
plex phases and strong transition requires that couplings are large in magnitude. When
combined, these requirements tend to give too large electron and neutron electric dipole mo-
ments (EDMs). We will show that the presence of the additional scalar allows for a strong
two-step electroweak phase transition, which does not rely on large radiative corrections to
the e↵ective potential. This alleviates the burden on the scalar self-couplings and significantly
increases the phase space consistent with EDM constraints in the 2HDSM.

The singlet scalar can also be a dark matter (DM) candidate when a discrete Z
2

symme-
try is imposed to stablize it. However, we will find that a strong first-order phase transition
is not consistent with a dominant singlet scalar DM particle. The problem is that a strong
two-step transition requires a large coupling between the singlet and doublet sectors and this
implies so large annihilation rate for the DM that its relic abundance becomes too small to
account for the full observed DM density. This conclusion is generic for all models of this
type.

We observe that two-step transitions may also give rise to too strong transitions. It is
possible that fields get trapped in the metastable minimum so that electroweak symmetry
remains unbroken. Also, the latent heat released in the transition may be so large that the
transition walls necessarily become supersonic. However, we find also parameters for which
walls may be subsonic, consistent with the electroweak baryogenesis scenario. Overall, we
are able to find models that satisfy all observational and experimental constraints and can
also give rise to a successful electroweak baryogenesis, accompanied by a subleading DM in
the 2HDSM context.

The structure of the paper is as follows: In Sec. 2 we introduce the model and dis-
cuss the most general GL(2, )-reparametrization invariant 2HDSM Lagrangian including
Yukawa couplings. Here we also develop methods to study the vacuum stability and the
phase-transition patterns in the theory. In Sec. 3 we first go through the experimental con-
straints on the model and evaluate the DM relic abundance and the DM search limits on
model parameters. We then evaluate the strength of the transition and compute the baryon
asymmetry created in the electroweak phase transition. The section is concluded by a study
of bubble nucleation in the 2HDSM and in the singlet extension of the SM. In Sec. 4 we
conclude and outline some directions for future research.

2 The model

We start from the most general two-Higgs-doublet and inert-singlet extension of the SM with
the scalar field Lagrangian:
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Both doublets Hi are assumed to be gauged under SU(2)
L

⇥ U(1)Y , while the scalar S
is a singlet under all SM gauge interactions. The singlet S is a crucial ingredient in the
model because it will disentangle the source of a strongly first-order transition from that of
su�ciently strong CP violation.

The Lagrangian (2.1) is invariant under a reparametrization transformation � ! �0 ⌘
P� (and a simultaneous rescaling of S), where P is an element of the general linear group
GL(2, ), and � is the Higgs hyperdoublet:
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GL(2, ) is the semidirect product of special linear transformations SL(2, ) and multiplica-
tive group of dilatations ⇥. We can always use the dilatation and a hyperbolic SL(2, )
transformation to bring the kinetic term into the canonical form, Zij ! diag(1, 1), i.e.

Zij(DµHi)
†DµHj ! |DµH1

|2 + |DµH2

|2 .

The resulting Lagrangian is still invariant under elliptic SL(2, ) transformations, i.e. the
usual SU(2) rotations of the doublets.

A generic 2HDM gives rise to unacceptably large flavour-changing neutral currents
(FCNCs) and the presence of a singlet does not change the situation. One way to avoid
FCNCs is the Yukawa alignment [10], which assumes that both doublets couple to fermions
with the same matrix structure (since S is a singlet under SM gauge interactions its couplings
to charged SM fermions are excluded):
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are doublet-index dependent complex numbers. In general the alignment may be di↵erent
in di↵erent fermion sectors: Ca
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i . However, for simplicity, we choose to work in the

special case of universal Yukawa alignment, where Ca
i ⌘ Ci. In this case we can, without a
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The choice of basis leading to (2.5) can be e↵ected by an SU(2) rotation of �, and it exhausts
our remaining freedom to perform elliptic SL(2, )-reparametrization transformations after
diagonalizing the kinetic term2.

1This actually involves a rotation and a redefining of the scale of ya matrices.
2Note that in the case of general Yukawa alignment, where Ca

i 6= Cb
i , one could still use the SU(2) rotation

to set Cu
1 = 0, so that up-type quarks couple only to H2. Most of our subsequent analysis would hold also

for this scenario, because it is mostly sensitive only to the large top-quark coupling. The only exception is
the electron EDM, for which our analysis covers only a part of the full phase space available in the context of
general alignment.

– 3 –

V (H1, H2)2HDM

�[ ]

where Zij is an arbitrary Hermitian 2⇥ 2 matrix and the most general potential is given by

V (H
1

, H
2

, S) =�m2

1

|H
1

|2 �m2

2

|H
2

|2 �
⇣
m2

12

H†
2

H
1

+ h.c.
⌘
� 1

2

m2

SS
2

+ �
1

|H
1

|4 + �
2

|H
2

|4 + �
3

|H
1

|2|H
2

|2 + �
4

(H†
1

H
2

)(H†
2

H
1

)

+
⇣
�
5

(H†
2

H
1

)2 + �
6

|H
1

|2(H†
2

H
1

) + �
7

|H
2

|2(H†
2

H
1

) + h.c.
⌘

+ 1

4

�SS
4 + 1

2

�S1S
2|H

1

|2 + 1

2

�S2S
2|H

2

|2 +
⇣
1

2

�S12S
2H†

2

H
1

+ h.c.
⌘
.

(2.2)

Both doublets Hi are assumed to be gauged under SU(2)
L

⇥ U(1)Y , while the scalar S
is a singlet under all SM gauge interactions. The singlet S is a crucial ingredient in the
model because it will disentangle the source of a strongly first-order transition from that of
su�ciently strong CP violation.

The Lagrangian (2.1) is invariant under a reparametrization transformation � ! �0 ⌘
P� (and a simultaneous rescaling of S), where P is an element of the general linear group
GL(2, ), and � is the Higgs hyperdoublet:

� ⌘ (H
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GL(2, ) is the semidirect product of special linear transformations SL(2, ) and multiplica-
tive group of dilatations ⇥. We can always use the dilatation and a hyperbolic SL(2, )
transformation to bring the kinetic term into the canonical form, Zij ! diag(1, 1), i.e.

Zij(DµHi)
†DµHj ! |DµH1

|2 + |DµH2

|2 .

The resulting Lagrangian is still invariant under elliptic SL(2, ) transformations, i.e. the
usual SU(2) rotations of the doublets.

A generic 2HDM gives rise to unacceptably large flavour-changing neutral currents
(FCNCs) and the presence of a singlet does not change the situation. One way to avoid
FCNCs is the Yukawa alignment [10], which assumes that both doublets couple to fermions
with the same matrix structure (since S is a singlet under SM gauge interactions its couplings
to charged SM fermions are excluded):

L
Yukawa

= yuC
i
uQ̄L

H̃iuR + ydC
i
dQ̄L

HidR + y`C
i
`LL

HieR + h.c, (2.4)

where H̃
2

⌘ i�
2

H⇤
2

. Here ya are flavour matrices independent of the doublet index, and Ca
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are doublet-index dependent complex numbers. In general the alignment may be di↵erent
in di↵erent fermion sectors: Ca
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i . However, for simplicity, we choose to work in the

special case of universal Yukawa alignment, where Ca
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The choice of basis leading to (2.5) can be e↵ected by an SU(2) rotation of �, and it exhausts
our remaining freedom to perform elliptic SL(2, )-reparametrization transformations after
diagonalizing the kinetic term2.

1This actually involves a rotation and a redefining of the scale of ya matrices.
2Note that in the case of general Yukawa alignment, where Ca

i 6= Cb
i , one could still use the SU(2) rotation

to set Cu
1 = 0, so that up-type quarks couple only to H2. Most of our subsequent analysis would hold also

for this scenario, because it is mostly sensitive only to the large top-quark coupling. The only exception is
the electron EDM, for which our analysis covers only a part of the full phase space available in the context of
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Both doublets Hi are assumed to be gauged under SU(2)
L

⇥ U(1)Y , while the scalar S
is a singlet under all SM gauge interactions. The singlet S is a crucial ingredient in the
model because it will disentangle the source of a strongly first-order transition from that of
su�ciently strong CP violation.

The Lagrangian (2.1) is invariant under a reparametrization transformation � ! �0 ⌘
P� (and a simultaneous rescaling of S), where P is an element of the general linear group
GL(2, ), and � is the Higgs hyperdoublet:

� ⌘ (H
1

, H
2

)T . (2.3)

GL(2, ) is the semidirect product of special linear transformations SL(2, ) and multiplica-
tive group of dilatations ⇥. We can always use the dilatation and a hyperbolic SL(2, )
transformation to bring the kinetic term into the canonical form, Zij ! diag(1, 1), i.e.

Zij(DµHi)
†DµHj ! |DµH1

|2 + |DµH2

|2 .

The resulting Lagrangian is still invariant under elliptic SL(2, ) transformations, i.e. the
usual SU(2) rotations of the doublets.

A generic 2HDM gives rise to unacceptably large flavour-changing neutral currents
(FCNCs) and the presence of a singlet does not change the situation. One way to avoid
FCNCs is the Yukawa alignment [10], which assumes that both doublets couple to fermions
with the same matrix structure (since S is a singlet under SM gauge interactions its couplings
to charged SM fermions are excluded):
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The choice of basis leading to (2.5) can be e↵ected by an SU(2) rotation of �, and it exhausts
our remaining freedom to perform elliptic SL(2, )-reparametrization transformations after
diagonalizing the kinetic term2.

1This actually involves a rotation and a redefining of the scale of ya matrices.
2Note that in the case of general Yukawa alignment, where Ca
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i , one could still use the SU(2) rotation

to set Cu
1 = 0, so that up-type quarks couple only to H2. Most of our subsequent analysis would hold also

for this scenario, because it is mostly sensitive only to the large top-quark coupling. The only exception is
the electron EDM, for which our analysis covers only a part of the full phase space available in the context of
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Both doublets Hi are assumed to be gauged under SU(2)
L

⇥ U(1)Y , while the scalar S
is a singlet under all SM gauge interactions. The singlet S is a crucial ingredient in the
model because it will disentangle the source of a strongly first-order transition from that of
su�ciently strong CP violation.

The Lagrangian (2.1) is invariant under a reparametrization transformation � ! �0 ⌘
P� (and a simultaneous rescaling of S), where P is an element of the general linear group
GL(2, ), and � is the Higgs hyperdoublet:
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GL(2, ) is the semidirect product of special linear transformations SL(2, ) and multiplica-
tive group of dilatations ⇥. We can always use the dilatation and a hyperbolic SL(2, )
transformation to bring the kinetic term into the canonical form, Zij ! diag(1, 1), i.e.

Zij(DµHi)
†DµHj ! |DµH1

|2 + |DµH2

|2 .

The resulting Lagrangian is still invariant under elliptic SL(2, ) transformations, i.e. the
usual SU(2) rotations of the doublets.

A generic 2HDM gives rise to unacceptably large flavour-changing neutral currents
(FCNCs) and the presence of a singlet does not change the situation. One way to avoid
FCNCs is the Yukawa alignment [10], which assumes that both doublets couple to fermions
with the same matrix structure (since S is a singlet under SM gauge interactions its couplings
to charged SM fermions are excluded):
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i 6= Cb
i , one could still use the SU(2) rotation

to set Cu
1 = 0, so that up-type quarks couple only to H2. Most of our subsequent analysis would hold also

for this scenario, because it is mostly sensitive only to the large top-quark coupling. The only exception is
the electron EDM, for which our analysis covers only a part of the full phase space available in the context of
general alignment.
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Let us stress that while the Yukawa sector (2.5) appears to be of type-I 2HDM, we did
not impose any discrete symmetry to derive it. This is why we have kept the �

6

and �
7

terms in the scalar potential. Note that renormalization does not change the form of the
theory; while it both re-introduces a kinetic mixing between doublets and a coupling of H

1

to fermions, these changes can be countered by another GL(2, ) transformation. Also, we
point out that the universal Yukawa alignment can be argued for based on reparametrization
invariance: only in the context of universal alignment is the complete Lagrangian including
the 2HDM and Yukawa sectors invariant under GL(2, ) transformations.

Interestingly, the universal alignment structure arises as a low-energy e↵ective theory in
models of dynamical electroweak symmetry breaking [11–18]. In the bosonic technicolor [11–
13], the ultraviolet theory contains a new gauge theory responsible for dynamically breaking
the electroweak symmetry and an elementary scalar doublet H, which communicates the
symmetry breaking to the SM fields through its renormalizable Yukawa couplings. At low
energies the strong technicolor dynamics is described in terms of an e↵ective Lagrangian for a
composite Higgs doublet, which couples with the elementary one through a Lagrangian of the
form (2.1), including the non-trivial kinetic mixing. Only the elementary scalar couples to SM
fermions, which naturally introduces Yukawa alignment. Moreover, when the kinetic mixing
is removed by a non-unitary transformation, the Yukawa Lagrangian becomes naturally of
the universally Yukawa-aligned form with Ca

i = Ci. After a final SU(2) rotation, the model
has a diagonal kinetic term, type-I Yukawa sector (2.5), and the most general potential of
Eq. (2.2).

2.1 Reparametrization invariance and tree-level vacuum stability

The original Lagrangian with the most general potential, kinetic term, and the universally
aligned Yukawa sector has 27 real parameters (not counting the parameters entering the
Yukawa-flavour-mixing matrices). We removed the four arbitrary parameters from kinetic
terms and three from the complex Yukawa coe�cients Ci by the use of the GL(2, ) invariance
of the theory. This still leaves us with 15 real couplings and five real mass parameters in the
model potential V (H

1

, H
2

, S). Our next task is to find out which sets of these parameters
correspond to physically viable models with a stable potential.

We can use the reparametrization invariance to our advantage in constructing the stable
potentials. To this end, it is convenient to rephrase the invariance in terms of Lorentz in-
variance of the potential, written in terms of bilinears formed from hyperdoublets. Following
the analysis of Ref. [19–21], we define

rµ ⌘ �†�µ� , where �µ = (1,�i) . (2.6)

The bilinear four-vector rµ is positive definite3. That is, rµ vectors span the future light
cone, LC+, of a Minkowski space. Thus, in bilinear representation the elliptic and hyperbolic
SL(2, ) basis transformations of fields � ! �0 ⌘ P� correspond to proper orthochronous
Lorentz transformations rµ ! r0µ = (⇤P )µ⌫r

⌫ , where (⇤P )µ⌫ 2 SO(1, 3)+. In this notation
one can rewrite the Higgs potential (2.2) in a very compact form:

V = �1

2

m2

SS
2 � 1

2

M2

µr
µ + 1

4

rµ�µ⌫r
⌫ + 1

4

�Sµr
µS2 + 1

4

�SS
4 , (2.7)

3Clearly r0 =
P

i |Hi|2 � 0. Also rµr
µ = 4(|H1|2|H2|2 � (H†

1H2)(H
†
2H1)) � 0 , by Schwartz inequality.
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where we defined mass and coupling four-vectors
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�
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and a symmetric coupling tensor
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where the subscripts R and I refer to the real and imaginary parts of the couplings, respec-
tively. The reparametrization invariance is manifest in Eq. (2.7), because V depends only
on Lorentz-invariant products of vectors and tensors. This form is particularly suitable for a
study of the vacuum stability and phase-transition patterns of the model.

First consider the direction S = 0 in the potential (2.7). Here the term rµ�µ⌫r
⌫ must

be bounded from below. In [19] it was shown that this is the case precisely when �µ⌫ is
positive definite in the future light cone. That is, all stable potentials can be written as
�µ⌫ ⌘ ⇤µ

↵�D
↵�⇤

�
⌫ , where ⇤µ

↵ is an SO(1,3)+ transformation and

�D
↵� = diag(�D

00

,��D
11

,��D
22

,��D
33

), with �D
00

> 0 and �D
00

> �D
ii . (2.10)

Note that the four parameters in �D
↵� together with the six parameters in ⇤�

⌫ add up to the
ten real degrees of freedom in the most general 2HDM potential. Second, if we set rµ = 0
(H

1

= H
2

= 0), we see that we must have

�S > 0 . (2.11)

Finally, we have to consider the directions where both S and Hi are nonzero. First, if the
vector �Sµ of couplings which mix S and Hi lies in the future light cone, �Sµ 2 LC+, i.e.

�Sµ�
µ
S = 4

�
�S1�S2 � |�S12|2

�
> 0 and �0

S = �S1 + �S2 > 0 , (2.12)

then the mixing term 1

4

�Sµr
µS2 in the potential, Eq. (2.7), is always positive, and no new

conditions arise. However, if �Sµ /2 LC+, there are always directions rµ 2 LC+ along which
the product �Sµr

µ is negative. If we in such cases rewrite the quartic part of the potential
as

V
quartic

=
1

4
rµ

✓
�µ⌫ �

1

4�S
�Sµ�S⌫

◆
r⌫ +

1

4
�S(S

2 +
�Sµr

µ

2�S
)2 , (2.13)

we see that the potential is most negative as a function of S along direction 2�SS
2 = ��Sµr

µ.
In this subspace, the potential reduces to the form 4V

quartic

= rµ�S
µ⌫r

⌫ , with a new coupling
matrix:

�S
µ⌫ ⌘ �µ⌫ �

1

4�S
�Sµ�S⌫ . (2.14)

The matrix �S
µ⌫ is not in general diagonalizable by an SO(1, 3)+ rotation, and it may have

also complex eigenvalues. Unfortunately we cannot restrict its properties like we did for �µ⌫ ,
because �S

µ⌫ does not need not be positive definite in the entire future light cone, but only in
the subset of LC+ where �Sµr

µ is negative. Instead of covering the full range of possibilities,
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we will require a su�cient (but not necessary) condition that �S
µ⌫ is positive definite in the

future light cone whenever �Sµ /2 LC+.
We now have the recipe to construct the space of stable potentials: we first choose a

�D
↵↵ which satisfies Eqs. (2.10). Then we generate a vector �D

Sµ and check if it satisfies the
positivity constraint (2.12), or if the matrix �S

µ⌫ in Eq. (2.14) is positive definite in the subset
of LC+ where �Sµr

µ < 0. Having found an acceptable set, we generate a random Lorentz
transformation and define

�µ⌫ ⌘ ⇤µ
↵�D

↵�⇤
�
⌫ and �µ

S ⌘ ⇤µ
⌫(�

D
S )

⌫ , (2.15)

where ⇤µ
⌫ 2 SO(1, 3)+.

Let us comment on the role of the kinetic and Yukawa terms in the above construction
of the potential. We implicitly assumed that kinetic term becomes diagonal, and the Yukawa
term becomes of type-I form in the final frame, after the Lorentz transformation. Thus, they
necessarily must be nontrivial in the original, diagonal frame. Indeed, the six degrees of
freedom “missing” in the diagonal potential are in this frame evenly divided between the Ci

coe�cients in the Yukawa Lagrangian and the mixing parameters in the kinetic term, which
in the bilinear notation can be written as

Kµ(D
↵�)†�µ(D↵�) . (2.16)

Here Kµ is some positive definite, but otherwise arbitrary four-vector of unit length (here
↵ refers to the usual space-time indices and µ to potential indices)4. It is amusing to see
that exactly a Lorentz boost (a hyperbolic SL(2, ) transformation on fields) is needed to
bring an arbitrary Kµ into the canonical form: Kµ ! (1; 0, 0, 0), after which the kinetic term
is manifestly invariant under Lorentz rotations (elliptic SL(2, ) transformations on fields).
These boosts and rotations into the canonical frame activate the whole SO(1, 3)+ group
discussed above and thus create all physically viable Lagrangians with bounded potentials.

2.2 Spontaneus symmetry breaking

Since we are interested in the cases where the singlet scalar S is a DM candidate, we restrict
our considerations to the cases where the potential is unbroken in S direction and hence
Z
2

symmetric at low temperatures. However, to enhance the strength of the latter phase
transition, we also need the S symmetry to be broken at high temperatures before the
symmetry breaks in the doublet direction. To this end, we must have negative quadratic
term in the S direction in the potential (m2

S > 0). This implies that there may be other
minima away from the hSi = 0 vacuum, and we must check that none of these minima is the
global one at zero temperature. The extremization conditions are:

@V

@S
= S⇣S = 0 , where ⇣S ⌘ �m2

S + �SS
2 + 1

2

�Sµr
µ , (2.17)

and
@V

@H†
i

= �µ
ijHj⇣µ = 0 , where ⇣µ = �1

2

�
M2

µ � 1

2

�SµS
2

�
+ 1

2

�µ⌫r
⌫ . (2.18)

Eqs. (2.18) are complex, so we have five equations relating vacuum fields to the parameters of
the theory. Our goal is to have an unbroken singlet and a broken neutral doublet vacuum at

4In the most general case Kµ has four free parameters, but one parameter is here assumed to be removed
by a dilatation, used to bring the length of Kµ to unity.
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as
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we see that the potential is most negative as a function of S along direction 2�SS
2 = ��Sµr

µ.
In this subspace, the potential reduces to the form 4V

quartic

= rµ�S
µ⌫r

⌫ , with a new coupling
matrix:

�S
µ⌫ ⌘ �µ⌫ �

1

4�S
�Sµ�S⌫ . (2.14)

The matrix �S
µ⌫ is not in general diagonalizable by an SO(1, 3)+ rotation, and it may have

also complex eigenvalues. Unfortunately we cannot restrict its properties like we did for �µ⌫ ,
because �S

µ⌫ does not need not be positive definite in the entire future light cone, but only in
the subset of LC+ where �Sµr

µ is negative. Instead of covering the full range of possibilities,
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between two degenerate minima at critical temperature T = Tc, for which the condition (3.10)
holds. The covariant derivatives involve the classical Zµ field: Dµ = @µ � ig/(2 cos ✓

W

)Zµ.
We write the neutral components of the doublets as hje

i'j and observe that the e↵ective
potential can depend only on the relative phase ' ⌘ '

1

� '
2

. Following Ref. [8], we work in
the gauge Zµ = 0, whereby we need to account for four fields: h

1

, h
2

, S and ', while solving
the path. The relevant reduced action is

S
1

=

Z
dz

 
X

i

1

2
(@zhi)

2 +
1

2
(@zS)

2 +
1

2

h2
1

h2
2

h2
1

+ h2
2

(@z')
2 + V (h

1

, h
2

, S,', Tc)

!
. (3.15)

The invariance of the potential under the change of the total phase '
1

+ '
2

implies a
conservation law, which in the Zµ = 0 gauge allows us to work out the phase '

2

in terms of
the relative phase ' [8]:

@z'2

= � h2
1

h2
1

+ h2
2

@z' . (3.16)

The complex, spatially-varying top mass can now be constructed from the phase '
2

(x) and
the modulus h

2

(z):

mt(z) =
ytp
2
h
2

(z)ei'2(z). (3.17)

In fact, one does not need to solve for the top phase, since only its derivative, given by
Eq. (3.16), appears in the source term for the di↵usion equations for chemical potentials:

St = ⇠w
�
K

8,t(x
2

t'
0
2

)0 �K
9,tx

2

tx
20
t '

0
2

�
. (3.18)

Here ⇠w is the wall velocity, primes denote @zT and Kn,t are dimensionless functions of
xt ⌘ |mt|/T arising from phase-space averaging of certain kinematic variables defined in [39].

Given the source, one can calculate chemical potentials µj(z) for top, bottom, anti-top
and Higgs by solving a set of transport equations defined in [7]. Finally the baryon-to-entropy
ratio ⌘B ⌘ nB/s is given by

⌘B =
405

4⇡2⇠wg⇤Tc

Z 1

0

dz �
sph

(z)µBL(z)e
�45�sph(z)z/4⇠w . (3.19)
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is a also a minimum, one needs to compute second derivative matrices of the potential
corresponding to scalar field masses and require that there are no negative eigenvalues. For
the mass of the physical excitation in the singlet direction, this corresponds to requiring that

d2V

dS2

|S=0,hHii = �m2

S + 1

2

�Sµr
µ
0

⌘ M2

S > 0 . (2.21)

These requirements on the spectrum allow one to set the Lagrangian mass parameters in
terms of physical masses and vacuum expectation values of the fields. However, it still
remains to check that the vacuum with S = 0 is the global minimum for any given set
of parameters. It is straightforward to show that the value of the potential at the desired
S = 0, hHii 6= 0 vacuum is

V (S = 0, hHii 6= 0) = �1

4
rµ
0

�µ⌫r
⌫
0

. (2.22)

In the direction S = 0 potential has at least a directional minimum at hSi2 = m2

S/2�S , and
the value of the potential in this directional minimum is

V (S 6= 0, hHii = 0) = � 1

4�S
(M2

S � 1

2

�Sµr
µ
0

)2 . (2.23)

We impose the condition that the minimum in Eq. (2.22) is below that in Eq. (2.23). Finally,
there is an extremum where both hSi 6= 0 and hHii 6= 0, but this is a local maximum.

In addition to the massive scalar S, the physical spectrum contains the usual states
arising from the two Higgs doublets: the two neutral scalar states h

0

and H
0

, two charged
scalars H± and the neutral pseudoscalar state A. The diagonalization of the mass matrices is
presented in detail in Appendix A. The lightest neutral scalar state h

0

is identified with the
125 GeV Higgs particle observed LHC, while the masses of the heavier neutral and charged
scalar states are constrained to lie above the current limits.

2.4 Finite temperature potential

The final ingredient we need for our analysis is the e↵ective potential at finite temperature.
Here we only consider the leading corrections to the potential, which bring about the sym-
metry restoration at high temperatures. In the high temperature limit these corrections are
accounted for by the thermal masses:

m2

a(T ) = �m2

a + ca
T 2

12
(2.24)

where a = 1, 2, 12, S and

c
1

= c
SM

+ 6�
1

+ 2�
3

+ �
4

+ 1

2

�S1

c
2

= c
SM

+ 6�
2

+ 2�
3

+ �
4

+ 1

2

�S2

c
12

= c
SM

+ 3�
6R + �

7R + 1

2

�S12R � i3�
6I � �

7I +
1

2

�S12I

cS = 3�S + 2(�S1 + �S2) . (2.25)

and

c
SM

=
9

4
g2L +

3

4
g2Y + 3y2t . (2.26)

is the common standard model contribution from the SU(2) and U(1)Y gauge fields and the
top quark.
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Figure 1. Shown is the LUX bound on a set of models passing all experimental constraints described
in Sec. 3.1 and for which f

rel

� 0.01.

which expresses how large fraction of the observed DM abundance is in form of S bosons. All
annihilation channels are directly proportional to the couplings between the S boson and the
Higgs fields, although the precise dependence is rather complicated (see Appendix C). Since
the relic abundance is roughly proportional to the inverse of the annihilation cross section,
large (small) couplings corresponds to a small (large) relic abundance.

Direct search limits for S follow from the bound on the spin-independent cross section
for S scattering o↵ nucleons. It is given by

�
SI

=
�2

e↵

f2

N

4⇡

µm2

Nv2
0

m4

hM
2

S

, (3.7)

where mN = 0.939 GeV is the nucleon mass, µ = mNMS/(mN +MS) is the reduced mass
of the nucleon–scalar system, and fN ⇡ 0.30 [32] gives the strength of the Higgs–nucleon
coupling: gh0N ¯N = fNmN/v

0

. Finally, the e↵ective SSh
0

coupling is given by

�
e↵

⌘ 1

2

h�
RN44 cos� sin ✓ �RN42 cos� cos ✓ +RN41 sin�

�
�S12I

+
�
RN42 cos� sin ✓ �RN44 cos� cos ✓ �RN43 sin�

�
�S12R

+cos�
�
RN43 cos ✓ +RN41 sin ✓

�
�S1 � sin�RN44�S2

i
, (3.8)

where � is the vacuum mixing angle and ✓ the phase between the doublet vevs, and RNij

are the components of the 4 ⇥ 4-mixing matrix between the neutral scalar fields given in
Eq. (A.8).

Currently the most stringent limit for �
SI

come from the LUX experiment [34]. However,
in the case of a subdominant DM, the LUX bound is not directly related to �

SI

shown in
Eq. (3.7). Instead, assuming that all DM components cluster similarly, the actual signal
strength from S bosons is suppressed by the fraction f

rel

. The relevant quantity to compare
with the LUX limit then is

�
e↵

= f
rel

�
SI

. (3.9)
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The singlet scalar enables for a strong first order EWPT and the two-Higgs-
doublet sector gives a source for sufficient CP violation. We assume Z2

symmetry for the S field, so that it can act as a DM candidate. Though here
we have more freedom in the couplings, the observed DM abundance can
not be obtained simultaneously with a first order EWPT similarly as in the
simple singlet scalar extension of the SM discussed in Chapter 3.

The spectrum of the model includes in addition to the Higgs boson, h0,
and the singlet scalar S, two neutral scalar bosons, H0 and A0, and charged
scalar bosons, H±. Collider experiments constrain the masses of these new
scalars, as well as their mixing. For the S scalar similar constraints apply as
in Chapter 3.

γ

Z

h
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e

Figure 5.1: A diagram contributing to the electron EDM.

However, for baryogenesis, the most restrictive constraint arises from
electric dipole moments (EDMs). The new scalar bosons which couple directly
to the gauge bosons may increase the EDM of charged particles compared
to the SM. Currently the most stringent bound for 2HDMs arises from
electron EDM, de, for which the ACME experiment gives an upper limit
|de| < 8.7⇥ 10

�29ecm [73]. The dominant conribution to de arises from two
loop processes. The electron EDM in 2HDM can be written as

de = dh��t + dhZ�
t + dh��W± + dhZ�

W± + dh��H± + dhZ�
H± + dH

±W⌥�, (5.3)

where the upper indices refer to the particles which enter the effective vertex
and the lower indices to the particle running in the loop. Here h stands for
any neutral scalar from the two-Higgs-douplet sector, h = h0, H0, A0. For
example a diagram corresponding to the second term, dhZ�

t , is shown in Figure
5.1. The last term in (5.3) is slightly more complicated arising from various
vertex and wave function corrections to the H±W⌥� vertex. The expressions
for different contributions are given in Reference [74]. Figure 5.2 shows that
large portion of otherwise viable parameter space is excluded by the electron
EDM constraint.

26

A diagram contributing to e-EDM:

Figure 2. Scanned data points which give a strong first-order EWPT. Yellow points are excluded by
direct DM searches.

3.4 Electron EDM constraint

The non-observation of electric dipole moments (EDMs) of electrons, neutrons and atoms
gives stringent bounds on CP-violating interactions in multi-Higgs models. As shown in [36],
currently the most stringent bound for 2HDMs arises from the electron EDM, for which the
ACME experiment gives an upper limit

|de| < 8.7⇥ 10�29ecm , (3.12)

with 90% confidence level [37]. We calculate de for the points which give a strong first-order
EWPT using the results from Ref. [38], where Barr–Zee type contributions to fermionic
EDM were calculated in 2HDM. These results are directly applicable here as well, because
the singlet scalar S does not directly couple to gauge fields. In Fig. 3, we show the distribution
of models passing all previous cuts as a function of de and the neutral scalar mixing matrix
element RN42 , which expresses the projection of h

0

to complex part of the second doublet:

RN42 ⌘ hH0

2I |h0i ⌘ sin�
CP

. (3.13)

sin�
CP

is given in terms of the various mixing angles in Eq. (A.8). The red region is excluded
by the electron EDM constraint. Small de naturally correlates with small sin�

CP

, because
the size of sin�

CP

is proportional to the size of the CP-violating mixing in the model.

3.5 Baryogenesis

The actual baryogenesis mechanism in our model relies on CP-violating interactions of the
top quark with the expanding phase-transition walls. The CP violation comes directly from
the spatial evolution of the complex phases of the Higgs field H

2

, which renders the top mass
a complex-valued function of the spatial coordinate across the wall. The first step for us is
then to work out the evolution of the scalar fields over the bubble wall.

We shall approximate the true phase-transition-wall profile in the usual way, by the
stationary path that extremizes the Euclidean one-dimensional action

Z
dz

✓
|DzH1

|+ |DzH2

|+ 1

2
|@zS|+ V + . . .

◆
, (3.14)
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The non-observation of electric dipole moments (EDMs) of electrons, neutrons and atoms
gives stringent bounds on CP-violating interactions in multi-Higgs models. As shown in [36],
currently the most stringent bound for 2HDMs arises from the electron EDM, for which the
ACME experiment gives an upper limit

|de| < 8.7⇥ 10�29ecm , (3.12)

with 90% confidence level [37]. We calculate de for the points which give a strong first-order
EWPT using the results from Ref. [38], where Barr–Zee type contributions to fermionic
EDM were calculated in 2HDM. These results are directly applicable here as well, because
the singlet scalar S does not directly couple to gauge fields. In Fig. 3, we show the distribution
of models passing all previous cuts as a function of de and the neutral scalar mixing matrix
element RN42 , which expresses the projection of h0 to complex part of the second doublet:

RN42 ⌘ hH0
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sin�CP is given in terms of the various mixing angles in Eq. (A.8). The red region is excluded
by the electron EDM constraint. Small de naturally correlates with small sin�CP, because
the size of sin�CP is proportional to the size of the CP-violating mixing in the model.

3.5 Baryogenesis

The actual baryogenesis mechanism in our model relies on CP-violating interactions of the
top quark with the expanding phase-transition walls. The CP violation comes directly from
the spatial evolution of the complex phases of the Higgs field H2, which renders the top mass
a complex-valued function of the spatial coordinate across the wall. The first step for us is
then to work out the evolution of the scalar fields over the bubble wall.

We shall approximate the true phase-transition-wall profile in the usual way, by the
stationary path that extremizes the Euclidean one-dimensional action
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Figure 5.3: A representative example of the evolution of S, the magnitudes
of the neutral scalar fields, h1,2, and the phase difference ' of the neutral
components of H1 and H2 fields over the bubble wall.

In the baryon asymmetry generation we work in the thick wall limit, which
assumes that the wavelength of the particles, � ⇠ 1/T , is shorter than the
thickness of the bubble wall, lw. We have checked that indeed lw & 3/Tc.

The complex phase of the top quark mass results in a chiral force at the
bubble wall, due to which particles and antiparticles are slowed differently
(in the bubble wall frame). The effect of this force diffuses outside the wall
producing a chiral asymmetry in front of the wall. To find out the chiral
asymmetry which drives the baryon asymmetry production, we solve the
chemical potentials µj(z), describing departure from the equilibrium particle
densities, for top, anti-top and bottom from the transport equations given in
References [75,76]. From these we construct the left-chiral baryon chemical
potential

µBL =

1

2

(1 + 4K1,t)µt +
1

2

(1 + 4K1,b)µb � 2K1,tcµtc , (5.6)

where Kj are thermal averages defined in [75]. In the left panel of Figure 5.4
an example of the left-chiral baryon chemical potential is shown.

The left-chiral baryon chemical potential enters as a source term to the
equation for baryon number violation rate [77],

ṅB =

3

2

�sph

✓
3µBLT

2 � 15

2

nB

◆
. (5.7)

The second term in (5.7) describes baryon number relaxation by the sphaleron
processes. Assuming that the bubble wall moves with constant velocity ⇠w,
the baryon number nB can be solved. Finally the baryon-to-entropy ratio,

28

the region between the Higgs boson resonance, ms ⇠ mh/2, and ms ⇠ mh is
excluded by the LUX constraint.

If ms < mh/2, then the Higgs boson can decay to s. The Higgs decay width
to non-SM particles is constrained by the LHC and Tevatron data [53–55].
Performing a �2 fit results a 2� upper bound �inv < 1.0MeV. This excludes
large portal couplings below the Higgs resonance in Figure 3.1.

3.2 Electroweak phase transition

For a successful EWBG the EWPT has to be of first order and strong. In
Chapter 5 we will describe a model where the EWBG can be successfully
realized. Here we will only study properties of the EWPT in the singlet scalar
extension of the SM.

Figure 3.2: EWPT: The color shading indicates the depth of the potential
and the contours show equipotentials. The red point shows the position of
the global minimum, and the red line shows the path from the electroweak
symmetric minimum to the electroweak broken minimum.

To study the properties of the EWPT, thermal corrections to the potential
have to be taken into account. Figure 3.2 illustrates the phase transition
pattern. At sufficiently high temperature the only minimum of the potential
V (h, s) is at h = 0 = s. The parameters of the potential can be chosen
such that at some high temperature the s direction of the potential at s = 0

becomes unstable, and the global minimum of the potential is at s 6= 0.

15

Figure 3. Scatter plot of all models with strong enough EWPT as a function of the mixing parameter
sin�

CP

and the electron EDM de. The red region is excluded by the eEDM limit.
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holds. The covariant derivatives involve the classical Zµ field: Dµ = @µ � ig/(2 cos ✓

W

)Zµ.
We write the neutral components of the doublets as hje

i'j and observe that the e↵ective
potential can depend only on the relative phase ' ⌘ '

1

� '
2

. Following Ref. [8], we work in
the gauge Zµ = 0, whereby we need to account for four fields: h
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The invariance of the potential under the change of the total phase '
1

+ '
2

implies a
conservation law, which in the Zµ = 0 gauge allows us to work out the phase '

2

in terms of
the relative phase ' [8]:
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The complex, spatially-varying top mass can now be constructed from the phase '
2

(x) and
the modulus h

2

(z):

mt(z) =
ytp
2
h
2

(z)ei'2(z). (3.17)

In fact, one does not need to solve for the top phase, since only its derivative, given by
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Here ⇠w is the wall velocity, primes denote @zT and Kn,t are dimensionless functions of
xt ⌘ |mt|/T arising from phase-space averaging of certain kinematic variables defined in [39].
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and Higgs by solving a set of transport equations defined in [7]. Finally the baryon-to-entropy
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Here ⇠w is the wall velocity, primes denote @zT and Kn,t are dimensionless functions of
xt ⌘ |mt|/T arising from phase-space averaging of certain kinematic variables defined in [39].
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Figure 5.4: Left panel: A representative example of the left-chiral baryon
chemical potential over the bubble wall. Right panel: Baryon-to-entropy
ratio: Black line shows the observed value for ⌘B. All points are consistent
with electron EDM and other constraints.

⌘B = nB/s, is given by
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We take ⇠w = 0.1 and ge↵ = 106.75. For the sphaleron rate we use a formula
interpolating between the symmetric and the broken phase [71],

�sph(z) = min(10

�6Tc, 2.4Tce
�40v(z)/Tc

), (5.9)

where v(z)2 = h1(z)
2
+ h2(z)

2.
The right panel in Figure 5.4 shows the baryon-to-entropy ratio for the

parameter sets which survive all constraints, including also the electron EDM
bound. The horizontal axis, shown also in Figures 5.2, indicates how much
the Higgs boson differs from a CP even state. Large ⌘B requires large CP
violating angle sin�CP. Obtaining the observed baryon-to-entropy ratio is
possible, though the electron EDM constraint excludes large portion of the
potentially good parameter space.

5.3 The need for further analysis
We performed the baryon asymmetry calculation at the critical temperature
Tc assuming that the bubble nucleation temperature Tn is not much lower
than Tc. The left panel of Figure 5.5 indicates that the bubble nucleation
actually occurs at quite significantly lower temperature than Tc, especially for
the points which give a large baryon-to-entropy ratio. The number of points
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Here ⇠w is the wall velocity, primes denote @zT and Kn,t are dimensionless functions of
xt ⌘ |mt|/T arising from phase-space averaging of certain kinematic variables defined in [39].

Given the source, one can calculate chemical potentials µj(z) for top, bottom, anti-top
and Higgs by solving a set of transport equations defined in [7]. Finally the baryon-to-entropy
ratio ⌘B ⌘ nB/s is given by

⌘B =
405

4⇡2⇠wg⇤Tc

Z 1

0

dz �
sph

(z)µBL(z)e
�45�sph(z)z/4⇠w . (3.19)

– 13 –

Solve the diffusion equations:
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−3Γss[(1 + 9K1,t)µt,2 + (1 + 9K1,b)µb,2 + (1 − 9K1,t)µtc,2] = 0

4vwK1,hµ′
h,2 + 4u′

h,2

−3Γy(µt,2 + µb,2 + 2µtc,2 + 2µh,2) − 4Γhµh,2 = 0 (5.7)
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2
t )

′ut,2 + 3Γtot
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h,2 + 4Γtot
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Here the second-order perturbations label the difference between particles and antiparticles,

i.e. µ2 = µ2o − µ̄2o and u2 = u2o − ū2o. On the r.h.s., St denotes the source term of the top

quark,

St = −vwK8(m
2
t θ

′
t)
′ + vwK9θ

′
tm

2
t (m

2
t )

′. (5.9)

The source term of the bottom quark, which is suppressed by m2
b/m

2
t ∼ 10−3, has been

neglected. The Higgs bosons do not have a source term to second order in gradients. The

various thermal averages Ki in eqs. (5.7), (5.8) and (5.9) are defined similarly to ref. [14].

We include the position dependence of the Ki. The damping of ui,2 can be approximated

by the total interaction rate, Γtot
i . In the numerical evaluations we have included a term

3ΓW (ut,2−ub,2) which affects results only at the few percent level. Contrary to the transport

equations in ref. [14] we have doubled the degrees of freedom of the Higgs bosons to account

for the second Higgs doublet in the model.

Using baryon number conservation, the chemical potential of left-handed quarks can

be expressed in terms of the solutions of the transport equations µt,2, µb,2 and µtc,2,

µBL
= µq1,2 + µq2,2 +

1

2
(µt,2 + µb,2)

=
1

2
(1 + 4K1,t)µt,2 +

1

2
(1 + 4K1,b)µb,2 − 2K1,tµtc,2. (5.10)

Now, in a second step, the weak sphalerons convert the left-handed quark number into a

baryon asymmetry.

6. The baryon asymmetry

The baryon asymmetry is obtained by [9]

ηB =
nB

s
=

405Γws

4π2vwg∗T

∫ ∞

0
dz µBL

(z)e−νz . (6.1)

Γws is the weak sphaleron rate, which is only present in the symmetric phase, and g∗ =

106.75 is the effective number of degrees of freedom in the plasma. The exponent ν =
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Figure 4. Left: Shown is the correlation between the baryon-to-entropy ratio ⌘B and the mixing
matrix element sin�

CP

. Red dots correspond to models for which Tn cannot be found (in the thin-
wall approximation). Right: the correlation between ⌘B and de. The red region is excluded by the
eEDM limit and the black line shows the observed baryon-to-entropy ratio.

We take ⇠w = 0.1 for the wall velocity and g⇤ = 106.75 for the number of degrees of freedom
in the plasma. The left-chiral baryon chemical potential is

µBL =
1

2
(1 + 4K

1,t)µt +
1

2
(1 + 4K

1,b)µb � 2K
1,tcµtc . (3.20)

For the sphaleron rate we use a formula interpolating between the symmetric and the broken
phase [8],

�
sph

(z) = min(10�6Tc, 2.4Tce
�40v(z)/Tc), (3.21)

where v(z)2 = h
1

(z)2 + h
2

(z)2.
In the left panel of Fig. 4 we show how the baryon-to-entropy ratio relative to the

observed value ⌘obsB = 8.7 ⇥ 10�11 [40] correlates with the CP-violation-sensitive parameter
sin�

CP

defined in (3.13). Shown are only the points which survive the eEDM bound. As
expected, the size of sin�

CP

correlates with the size of ⌘B. This trend is similar to the
correlation between sin�

CP

and de shown in Fig. 3. However, a large ⌘B does not always
imply a large de, as is clear from the right panel of Fig. 4, where we show the correlation
between de and ⌘B, again for points that pass the EDM bound. Apparently, while both
quantities are sensitive to the CP-violating parameters in the model, they can be sensitive
to di↵erent linear combinations of them, so that large ⌘B may be obtained simultaneously
with a small enough de.

Fig. 5 shows the distributions of various physical parameters in our parametric scan.
Orange colour refers to models that pass all experimental cuts described in Secs. 3.1 and 3.2,
and give a strong EWPT, blue to models that in addition satisfy EDM constraint and green
to models which also give large baryon-to-entropy ratio ⌘B/⌘

obs

B 2 [0.5, 2]. These plots must
be interpreted with care, since our scans were partly tuned by hand. Nevertheless, we see that
none of the vevs can be very large and in particular both v

1

and v
2

need to be nonzero. Also
the critical temperature is bounded from above: Tc

<⇠ 100 GeV. Finally for the models with
large ⌘B, the new scalar masses are in general bound from above: mH ,mA0 ,mH± <⇠ 1.4 TeV
and mS

<⇠ 400 GeV, which is encouraging from the point of view of experimental verifiability
of the model.
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 Models survive even with large ⌘B

 Large       correlates with small de⌘B
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Figure 5. Shown are the frequency distributions of the vevs of the scalar fields and the critical
temperature as well as scatter plots for the masses of the new heavy scalar particles in our parameter
scan. For details see the text.

3.6 Bubble nucleation

So far we have implicitly assumed that the bubble nucleation takes place at a temperature
not too di↵erent from the critical temperature. This is typically the case in models where the
first-order phase transition is e↵ected by cubic corrections to potential from infrared modes,
which leads to rather mild supercooling and small latent heat release. Here the situation is
di↵erent, because the barrier between the degenerate minima is essentially due to a tree-level
term. Thus a stronger supercooling and more latent heat release may be expected, or even
a possibility of a formation of a metastable vacuum where the electroweak breaking never
takes place.

We study the nucleation problem in the thin-wall limit [41]. The bubble nucleation rate
is given by
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where S
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(T ) is the three-dimensional action for an O(3)-symmetric bubble. In the thin-wall
limit, it is given by
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where �V (T ) is the potential energy di↵erence between the electroweak-symmetric and
electroweak-broken minima and � is the surface tension,

� =

Z
d�

p
2V , (3.24)

integrated along the path from the symmetric to the broken minimum at temperature T = Tc.
The bubble nucleation temperature Tn is defined as the temperature at which creating at
least one bubble per horizon volume is of order one. This condition can be written as
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Figure 5. Shown are the frequency distributions of the vevs of the scalar fields and the critical
temperature as well as scatter plots for the masses of the new heavy scalar particles in our parameter
scan. For details see the text.
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scan. For details see the text.

3.6 Bubble nucleation

So far we have implicitly assumed that the bubble nucleation takes place at a temperature
not too di↵erent from the critical temperature. This is typically the case in models where the
first-order phase transition is e↵ected by cubic corrections to potential from infrared modes,
which leads to rather mild supercooling and small latent heat release. Here the situation is
di↵erent, because the barrier between the degenerate minima is essentially due to a tree-level
term. Thus a stronger supercooling and more latent heat release may be expected, or even
a possibility of a formation of a metastable vacuum where the electroweak breaking never
takes place.

We study the nucleation problem in the thin-wall limit [41]. The bubble nucleation rate
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Figure 6. Left: Shown is the baryon asymmetry ⌘B as a function of the ratio of the nucleation and
critical temperatures Tn/Tc. Right: shown is the bound for finding a deflagration wall. Only models
below the line ↵/↵

max

= 1 are allowed. For yellow points the nucleation temperatures were rescaled
by  = 0.7. See text for details. We used ↵

max

= 0.3, corresponding to ⇠w ⇡ 0.1.

We show the results of the nucleation-temperature calculation for our data set on the
left panel of Fig. 6. Obviously, a large number of points displayed in Fig. 4 are missing in
Fig. 6. The reason is that for these models, indicated by red dots in Fig. 4, no solution to
Eq. (3.25) was found. In these cases, in the thin-wall approximation, the fields were trapped
in the false vacuum. Moreover, of the surviving models only four give large ⌘B.

The situation is actually more dire than this: another implicit assumption in our baryon
asymmetry calculation is that the transition walls are subsonic deflagrations, which is required
for e�cient di↵usion of particle asymmetries across the bubble wall. However, with a large
latent heat release the walls tend to be supersonic detonations instead. A full microscopic
analysis of wall dynamics including a computation of the wall friction is beyond the scope of
this paper. However, a deflagration wall must necessarily satisfy a condition [42]
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where ⇢(Tn) is the radiation energy density in the symmetric phase. We show this condition in
the right panel of Fig. 6 (blue dots) for the set of models shown in the left panel. As expected,
for the models with the lowest nucleation temperatures, deflagrations are not possible. This
applies in particular to all four surviving models with a large baryon-to-entropy ratio.

There are two issues that ameliorate the situation. First, the validity of the thin-wall
limit actually requires a small latent heat and/or a large surface tension, which is often not
the case here. When not applicable, thin-wall limit tends to overestimate the action S

3

(T ),
and hence underestimate the nucleation rate and eventually Tn. Accurate calculation of the
nucleation rate is quite complicated in the full model, however, and we do not pursue it here.
Instead, we compare the nucleation temperatures found in the thin-wall limit and in the full
calculation in the simpler, singlet extension of the SM, studied for example in [32, 33]. In
practice we minimize the action
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where h is the SM-Higgs field, and V
SSM

(h, S, T ) is the singlet-model potential.
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Figure 4. Left: Shown is the correlation between the baryon-to-entropy ratio ⌘B and the mixing
matrix element sin�

CP

. Red dots correspond to models for which Tn cannot be found (in the thin-
wall approximation). Right: the correlation between ⌘B and de. The red region is excluded by the
eEDM limit and the black line shows the observed baryon-to-entropy ratio.

We take ⇠w = 0.1 for the wall velocity and g⇤ = 106.75 for the number of degrees of freedom
in the plasma. The left-chiral baryon chemical potential is

µBL =
1

2
(1 + 4K

1,t)µt +
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1,b)µb � 2K
1,tcµtc . (3.20)

For the sphaleron rate we use a formula interpolating between the symmetric and the broken
phase [8],

�
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(z) = min(10�6Tc, 2.4Tce
�40v(z)/Tc), (3.21)

where v(z)2 = h
1

(z)2 + h
2

(z)2.
In the left panel of Fig. 4 we show how the baryon-to-entropy ratio relative to the

observed value ⌘obsB = 8.7 ⇥ 10�11 [40] correlates with the CP-violation-sensitive parameter
sin�

CP

defined in (3.13). Shown are only the points which survive the eEDM bound. As
expected, the size of sin�

CP

correlates with the size of ⌘B. This trend is similar to the
correlation between sin�

CP

and de shown in Fig. 3. However, a large ⌘B does not always
imply a large de, as is clear from the right panel of Fig. 4, where we show the correlation
between de and ⌘B, again for points that pass the EDM bound. Apparently, while both
quantities are sensitive to the CP-violating parameters in the model, they can be sensitive
to di↵erent linear combinations of them, so that large ⌘B may be obtained simultaneously
with a small enough de.

Fig. 5 shows the distributions of various physical parameters in our parametric scan.
Orange colour refers to models that pass all experimental cuts described in Secs. 3.1 and 3.2,
and give a strong EWPT, blue to models that in addition satisfy EDM constraint and green
to models which also give large baryon-to-entropy ratio ⌘B/⌘

obs

B 2 [0.5, 2]. These plots must
be interpreted with care, since our scans were partly tuned by hand. Nevertheless, we see that
none of the vevs can be very large and in particular both v

1

and v
2

need to be nonzero. Also
the critical temperature is bounded from above: Tc

<⇠ 100 GeV. Finally for the models with
large ⌘B, the new scalar masses are in general bound from above: mH ,mA0 ,mH± <⇠ 1.4 TeV
and mS

<⇠ 400 GeV, which is encouraging from the point of view of experimental verifiability
of the model.
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= 0.3, corresponding to ⇠w ⇡ 0.1.

We show the results of the nucleation-temperature calculation for our data set on the
left panel of Fig. 6. Obviously, a large number of points displayed in Fig. 4 are missing in
Fig. 6. The reason is that for these models, indicated by red dots in Fig. 4, no solution to
Eq. (3.25) was found. In these cases, in the thin-wall approximation, the fields were trapped
in the false vacuum. Moreover, of the surviving models only four give large ⌘B.

The situation is actually more dire than this: another implicit assumption in our baryon
asymmetry calculation is that the transition walls are subsonic deflagrations, which is required
for e�cient di↵usion of particle asymmetries across the bubble wall. However, with a large
latent heat release the walls tend to be supersonic detonations instead. A full microscopic
analysis of wall dynamics including a computation of the wall friction is beyond the scope of
this paper. However, a deflagration wall must necessarily satisfy a condition [42]
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where ⇢(Tn) is the radiation energy density in the symmetric phase. We show this condition in
the right panel of Fig. 6 (blue dots) for the set of models shown in the left panel. As expected,
for the models with the lowest nucleation temperatures, deflagrations are not possible. This
applies in particular to all four surviving models with a large baryon-to-entropy ratio.

There are two issues that ameliorate the situation. First, the validity of the thin-wall
limit actually requires a small latent heat and/or a large surface tension, which is often not
the case here. When not applicable, thin-wall limit tends to overestimate the action S

3

(T ),
and hence underestimate the nucleation rate and eventually Tn. Accurate calculation of the
nucleation rate is quite complicated in the full model, however, and we do not pursue it here.
Instead, we compare the nucleation temperatures found in the thin-wall limit and in the full
calculation in the simpler, singlet extension of the SM, studied for example in [32, 33]. In
practice we minimize the action
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where h is the SM-Higgs field, and V
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(h, S, T ) is the singlet-model potential.
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Figure 5. Shown are the frequency distributions of the vevs of the scalar fields and the critical
temperature as well as scatter plots for the masses of the new heavy scalar particles in our parameter
scan. For details see the text.

3.6 Bubble nucleation

So far we have implicitly assumed that the bubble nucleation takes place at a temperature
not too di↵erent from the critical temperature. This is typically the case in models where the
first-order phase transition is e↵ected by cubic corrections to potential from infrared modes,
which leads to rather mild supercooling and small latent heat release. Here the situation is
di↵erent, because the barrier between the degenerate minima is essentially due to a tree-level
term. Thus a stronger supercooling and more latent heat release may be expected, or even
a possibility of a formation of a metastable vacuum where the electroweak breaking never
takes place.

We study the nucleation problem in the thin-wall limit [41]. The bubble nucleation rate
is given by
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where S
3

(T ) is the three-dimensional action for an O(3)-symmetric bubble. In the thin-wall
limit, it is given by
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where �V (T ) is the potential energy di↵erence between the electroweak-symmetric and
electroweak-broken minima and � is the surface tension,
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integrated along the path from the symmetric to the broken minimum at temperature T = Tc.
The bubble nucleation temperature Tn is defined as the temperature at which creating at
least one bubble per horizon volume is of order one. This condition can be written as
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Figure 5. Shown are the frequency distributions of the vevs of the scalar fields and the critical
temperature as well as scatter plots for the masses of the new heavy scalar particles in our parameter
scan. For details see the text.
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not too di↵erent from the critical temperature. This is typically the case in models where the
first-order phase transition is e↵ected by cubic corrections to potential from infrared modes,
which leads to rather mild supercooling and small latent heat release. Here the situation is
di↵erent, because the barrier between the degenerate minima is essentially due to a tree-level
term. Thus a stronger supercooling and more latent heat release may be expected, or even
a possibility of a formation of a metastable vacuum where the electroweak breaking never
takes place.
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Figure 5. Shown are the frequency distributions of the vevs of the scalar fields and the critical
temperature as well as scatter plots for the masses of the new heavy scalar particles in our parameter
scan. For details see the text.

3.6 Bubble nucleation

So far we have implicitly assumed that the bubble nucleation takes place at a temperature
not too di↵erent from the critical temperature. This is typically the case in models where the
first-order phase transition is e↵ected by cubic corrections to potential from infrared modes,
which leads to rather mild supercooling and small latent heat release. Here the situation is
di↵erent, because the barrier between the degenerate minima is essentially due to a tree-level
term. Thus a stronger supercooling and more latent heat release may be expected, or even
a possibility of a formation of a metastable vacuum where the electroweak breaking never
takes place.
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Figure 5. Shown are the frequency distributions of the vevs of the scalar fields and the critical
temperature as well as scatter plots for the masses of the new heavy scalar particles in our parameter
scan. For details see the text.

3.6 Bubble nucleation

So far we have implicitly assumed that the bubble nucleation takes place at a temperature
not too di↵erent from the critical temperature. This is typically the case in models where the
first-order phase transition is e↵ected by cubic corrections to potential from infrared modes,
which leads to rather mild supercooling and small latent heat release. Here the situation is
di↵erent, because the barrier between the degenerate minima is essentially due to a tree-level
term. Thus a stronger supercooling and more latent heat release may be expected, or even
a possibility of a formation of a metastable vacuum where the electroweak breaking never
takes place.

We study the nucleation problem in the thin-wall limit [41]. The bubble nucleation rate
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Figure 6. Left: Shown is the baryon asymmetry ⌘B as a function of the ratio of the nucleation and
critical temperatures Tn/Tc. Right: shown is the bound for finding a deflagration wall. Only models
below the line ↵/↵

max

= 1 are allowed. For yellow points the nucleation temperatures were rescaled
by  = 0.7. See text for details. We used ↵

max

= 0.3, corresponding to ⇠w ⇡ 0.1.

We show the results of the nucleation-temperature calculation for our data set on the
left panel of Fig. 6. Obviously, a large number of points displayed in Fig. 4 are missing in
Fig. 6. The reason is that for these models, indicated by red dots in Fig. 4, no solution to
Eq. (3.25) was found. In these cases, in the thin-wall approximation, the fields were trapped
in the false vacuum. Moreover, of the surviving models only four give large ⌘B.

The situation is actually more dire than this: another implicit assumption in our baryon
asymmetry calculation is that the transition walls are subsonic deflagrations, which is required
for e�cient di↵usion of particle asymmetries across the bubble wall. However, with a large
latent heat release the walls tend to be supersonic detonations instead. A full microscopic
analysis of wall dynamics including a computation of the wall friction is beyond the scope of
this paper. However, a deflagration wall must necessarily satisfy a condition [42]
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where ⇢(Tn) is the radiation energy density in the symmetric phase. We show this condition in
the right panel of Fig. 6 (blue dots) for the set of models shown in the left panel. As expected,
for the models with the lowest nucleation temperatures, deflagrations are not possible. This
applies in particular to all four surviving models with a large baryon-to-entropy ratio.

There are two issues that ameliorate the situation. First, the validity of the thin-wall
limit actually requires a small latent heat and/or a large surface tension, which is often not
the case here. When not applicable, thin-wall limit tends to overestimate the action S

3

(T ),
and hence underestimate the nucleation rate and eventually Tn. Accurate calculation of the
nucleation rate is quite complicated in the full model, however, and we do not pursue it here.
Instead, we compare the nucleation temperatures found in the thin-wall limit and in the full
calculation in the simpler, singlet extension of the SM, studied for example in [32, 33]. In
practice we minimize the action
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where h is the SM-Higgs field, and V
SSM

(h, S, T ) is the singlet-model potential.
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Figure 4. Left: Shown is the correlation between the baryon-to-entropy ratio ⌘B and the mixing
matrix element sin�

CP

. Red dots correspond to models for which Tn cannot be found (in the thin-
wall approximation). Right: the correlation between ⌘B and de. The red region is excluded by the
eEDM limit and the black line shows the observed baryon-to-entropy ratio.

We take ⇠w = 0.1 for the wall velocity and g⇤ = 106.75 for the number of degrees of freedom
in the plasma. The left-chiral baryon chemical potential is

µBL =
1

2
(1 + 4K

1,t)µt +
1

2
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1,b)µb � 2K
1,tcµtc . (3.20)

For the sphaleron rate we use a formula interpolating between the symmetric and the broken
phase [8],

�
sph

(z) = min(10�6Tc, 2.4Tce
�40v(z)/Tc), (3.21)

where v(z)2 = h
1

(z)2 + h
2

(z)2.
In the left panel of Fig. 4 we show how the baryon-to-entropy ratio relative to the

observed value ⌘obsB = 8.7 ⇥ 10�11 [40] correlates with the CP-violation-sensitive parameter
sin�

CP

defined in (3.13). Shown are only the points which survive the eEDM bound. As
expected, the size of sin�

CP

correlates with the size of ⌘B. This trend is similar to the
correlation between sin�

CP

and de shown in Fig. 3. However, a large ⌘B does not always
imply a large de, as is clear from the right panel of Fig. 4, where we show the correlation
between de and ⌘B, again for points that pass the EDM bound. Apparently, while both
quantities are sensitive to the CP-violating parameters in the model, they can be sensitive
to di↵erent linear combinations of them, so that large ⌘B may be obtained simultaneously
with a small enough de.

Fig. 5 shows the distributions of various physical parameters in our parametric scan.
Orange colour refers to models that pass all experimental cuts described in Secs. 3.1 and 3.2,
and give a strong EWPT, blue to models that in addition satisfy EDM constraint and green
to models which also give large baryon-to-entropy ratio ⌘B/⌘

obs

B 2 [0.5, 2]. These plots must
be interpreted with care, since our scans were partly tuned by hand. Nevertheless, we see that
none of the vevs can be very large and in particular both v

1

and v
2

need to be nonzero. Also
the critical temperature is bounded from above: Tc

<⇠ 100 GeV. Finally for the models with
large ⌘B, the new scalar masses are in general bound from above: mH ,mA0 ,mH± <⇠ 1.4 TeV
and mS

<⇠ 400 GeV, which is encouraging from the point of view of experimental verifiability
of the model.
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Figure 6. Left: Shown is the baryon asymmetry ⌘B as a function of the ratio of the nucleation and
critical temperatures Tn/Tc. Right: shown is the bound for finding a deflagration wall. Only models
below the line ↵/↵

max

= 1 are allowed. For yellow points the nucleation temperatures were rescaled
by  = 0.7. See text for details. We used ↵

max

= 0.3, corresponding to ⇠w ⇡ 0.1.

We show the results of the nucleation-temperature calculation for our data set on the
left panel of Fig. 6. Obviously, a large number of points displayed in Fig. 4 are missing in
Fig. 6. The reason is that for these models, indicated by red dots in Fig. 4, no solution to
Eq. (3.25) was found. In these cases, in the thin-wall approximation, the fields were trapped
in the false vacuum. Moreover, of the surviving models only four give large ⌘B.

The situation is actually more dire than this: another implicit assumption in our baryon
asymmetry calculation is that the transition walls are subsonic deflagrations, which is required
for e�cient di↵usion of particle asymmetries across the bubble wall. However, with a large
latent heat release the walls tend to be supersonic detonations instead. A full microscopic
analysis of wall dynamics including a computation of the wall friction is beyond the scope of
this paper. However, a deflagration wall must necessarily satisfy a condition [42]
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where ⇢(Tn) is the radiation energy density in the symmetric phase. We show this condition in
the right panel of Fig. 6 (blue dots) for the set of models shown in the left panel. As expected,
for the models with the lowest nucleation temperatures, deflagrations are not possible. This
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There are two issues that ameliorate the situation. First, the validity of the thin-wall
limit actually requires a small latent heat and/or a large surface tension, which is often not
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and hence underestimate the nucleation rate and eventually Tn. Accurate calculation of the
nucleation rate is quite complicated in the full model, however, and we do not pursue it here.
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Figure 7. Shown are the nucleation temperatures in a scan over the parameters of the singlet
extension of the SM. Blue dots correspond to the thin-wall temperature and the yellow dots to a full
calculation. Gray lines connect pairs corresponding to the same physical parameters. The dotted line
corresponds to Tn = Tc.

The results of this analysis are shown in Fig. 7. The blue dots show the nucleation
temperature in the thin-wall approximation and the yellow dots the same quantity found
from the solving minimizing the action (3.27) . As expected, the thin-wall approximation
underestimates nucleation temperatures significantly. We find that the true nucleation tem-
perature Tn and the thin-wall value T tw

n are related by Tn = Tc +  (Tc � T tw

n ), where the
coe�cient  to some extent depends on MS and �S , but is less than 0.7. We anticipated
this result in the deflagration limit shown in the right panel of Fig. 6, where the yellow dots
were found by redefining all thin-wall nucleation temperatures by the above equation with
 = 0.7. We believe that this scaling conservatively represents the e↵ect of going beyond
thin-wall approximation in the full 2HDM and singlet model, and hence shows that most
parameter sets may in fact be deflagrations.

We can also tune our search to prefer models with a higher critical temperatures. Indeed,
as is clearly seen from Fig. 7, the nucleation temperature approaches the critical temperature
when Tc gets higher in the singlet extension of the SM and this feature persists also in the
full 2HDSM. Hence, we made a new parametric scan, where we accept only models with
Tc > 80 GeV. The result of this scan is seen in Fig. 8, where the left panel again shows the
baryon-to-entropy ratio and in the right panel the deflagration bound. We now found more
points with large asymmetry and, in particular after one rescales the thin-wall nucleation
temperatures as explained above, these points are now well below the deflagration bound
Eq. (3.26).

4 Conclusions and outlook

We have studied the viability of a two-Higgs-doublet and inert-singlet model for EWBG and
for DM, taking into account also all existing observational and collider constraints. Our model
is based on the maximal GL(2, ) reparemetrization symmetry. This implies a universal
Yukawa-alignment scheme, where both Higgs fields couple similarly to all fermions and there
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where ⇢(Tn) is the radiation energy density in the symmetric phase. We show this condition in
the right panel of Fig. 6 (blue dots) for the set of models shown in the left panel. As expected,
for the models with the lowest nucleation temperatures, deflagrations are not possible. This
applies in particular to all four surviving models with a large baryon-to-entropy ratio.

There are two issues that ameliorate the situation. First, the validity of the thin-wall
limit actually requires a small latent heat and/or a large surface tension, which is often not
the case here. When not applicable, thin-wall limit tends to overestimate the action S
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and hence underestimate the nucleation rate and eventually Tn. Accurate calculation of the
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Figure 7. Shown are the nucleation temperatures in a scan over the parameters of the singlet
extension of the SM. Blue dots correspond to the thin-wall temperature and the yellow dots to a full
calculation. Gray lines connect pairs corresponding to the same physical parameters. The dotted line
corresponds to Tn = Tc.

The results of this analysis are shown in Fig. 7. The blue dots show the nucleation
temperature in the thin-wall approximation and the yellow dots the same quantity found
from the solving minimizing the action (3.27) . As expected, the thin-wall approximation
underestimates nucleation temperatures significantly. We find that the true nucleation tem-
perature Tn and the thin-wall value T tw

n are related by Tn = Tc +  (Tc � T tw

n ), where the
coe�cient  to some extent depends on MS and �S , but is less than 0.7. We anticipated
this result in the deflagration limit shown in the right panel of Fig. 6, where the yellow dots
were found by redefining all thin-wall nucleation temperatures by the above equation with
 = 0.7. We believe that this scaling conservatively represents the e↵ect of going beyond
thin-wall approximation in the full 2HDM and singlet model, and hence shows that most
parameter sets may in fact be deflagrations.

We can also tune our search to prefer models with a higher critical temperatures. Indeed,
as is clearly seen from Fig. 7, the nucleation temperature approaches the critical temperature
when Tc gets higher in the singlet extension of the SM and this feature persists also in the
full 2HDSM. Hence, we made a new parametric scan, where we accept only models with
Tc > 80 GeV. The result of this scan is seen in Fig. 8, where the left panel again shows the
baryon-to-entropy ratio and in the right panel the deflagration bound. We now found more
points with large asymmetry and, in particular after one rescales the thin-wall nucleation
temperatures as explained above, these points are now well below the deflagration bound
Eq. (3.26).

4 Conclusions and outlook

We have studied the viability of a two-Higgs-doublet and inert-singlet model for EWBG and
for DM, taking into account also all existing observational and collider constraints. Our model
is based on the maximal GL(2, ) reparemetrization symmetry. This implies a universal
Yukawa-alignment scheme, where both Higgs fields couple similarly to all fermions and there
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Figure 8. Left: Shown is the baryon asymmetry ⌘B as a function of Tn/Tc for the new scan with
Tc > 80GeV (here Tn is the thin-wall nucleation temperature). Right: the deflagration bound for the
set displayed in the left plot as a function of Tn/Tc. We again used ↵

max

= 0.3.

are no FCNCs. Exploiting the GL(2, ) symmetry, the the model can, in a particular basis, be
written with a type-I Yukawa sector combined with the most general CP-violating potential.

Following [19–21] we implemented a novel way to construct potentials with a tree-
level stability and to study the symmetry breaking patterns at finite temperatures. This
construction was based on the Lorentz symmetry induced by the reprametrization symmetry
on bilinears formed from Higgs doublets. These techniques are applicable to all 2HDM
models, and they proved extremely useful when performing large-scale parametric scans over
the multidimensional phase space of the model.

Dark matter and the strength of the electroweak phase transition in the model follow a
similar pattern to the pure singlet extension: in accordance with [33], we find that strong two-
step phase transitions are easily found, but they are consistent only with a subleading DM.
Likewise, we find that experimental and observational constraints are fairly easy to avoid,
with the outstanding exception of the electron-EDM bound, which strongly constrains the
CP-violating parameters on the model. EDM constraints are particularly important because
creating a large baryon asymmetry during the electroweak phase transition requires large
CP-violating parameters; we found that the electron EDM indeed strongly constrains the
phase space consistent with baryogenesis. Yet the bounds are not as strong here as in the
pure 2HDM case [8], and we found a number of models consistent with all requirements.

Finally, we observed that two-step transitions may su↵er from an unexpected problem
of providing a too strong phase transition. We found that fields may get trapped in the
metastable minimum, and transition walls may not be subsonic as required by a successful
baryogenesis scenario. However, our analysis in the full model was restricted to the thin-wall
approximation. We then studied the bubble nucleation in full generality in the case of a pure
singlet extension of the SM. While the generic problem of too strong transitions remained,
we found that thin-wall limit tends to overestimate the strength of the transition. Based on
these results we argued that, when corrected for the thin-wall bias, the walls may well remain
subsonic in the full 2HDSM. In a revised scan concentrating to models with a large critical
temperature, we found many models potentially consistent with all available constraints.

While our results are not a definite proof, they provide a strong indication of a success
of baryognesis in the 2HDM and an inert singlet model. Settling the issue beyond any doubt
would require two significant improvements. First is a detailed analysis of the bubble wall
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Generic issue: 2-step transition tends to be “too 
strong”: bubble nucleation delayed: Tn << Tc.

Cannot trust B-calculation (that

assumes T=Tc bounce), but error 

presumably not very large (~O(2)).

also: Profumo etal, Phys.Rev. D91 (2015) no.3, 035018 
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Figure 3.3: Bubble wall profile: The blue curve shows the potential energy
corresponding to the path shown in Figure 3.2 as a function of the bubble
radius.

where

S3(T ) = 4⇡

Z
r2dr

 
1

2

✓
dh

dr

◆2

+

1

2

✓
ds

dr

◆2

+

˜V (h, s, T )

!
, (3.4)

is the three-dimensional Euclidean action for an O(3)-symmetric bubble
corresponding to the path in the field space which minimizes the S3(T ). Here
˜V (s, h, T ) is the Z2 symmetric scalar potential (3.2) including temperature
corrections and normalized such that outside the bubble at r ! 1 the
potential energy is zero. The red line in Figure 3.2 shows the path which
minimizes the action S3(T ) and the potential energy along this path is shown
in Figure 3.3.

If the thickness of the bubble wall is much smaller than the radius of the
bubble, the action can be approximated as
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at T = Tc, and �V (T ) is the potential energy difference between the elec-
troweak symmetric and broken minima. This is called the thin wall approxi-
mation.
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the region between the Higgs boson resonance, ms ⇠ mh/2, and ms ⇠ mh is
excluded by the LUX constraint.

If ms < mh/2, then the Higgs boson can decay to s. The Higgs decay width
to non-SM particles is constrained by the LHC and Tevatron data [53–55].
Performing a �2 fit results a 2� upper bound �inv < 1.0MeV. This excludes
large portal couplings below the Higgs resonance in Figure 3.1.

3.2 Electroweak phase transition

For a successful EWBG the EWPT has to be of first order and strong. In
Chapter 5 we will describe a model where the EWBG can be successfully
realized. Here we will only study properties of the EWPT in the singlet scalar
extension of the SM.

Figure 3.2: EWPT: The color shading indicates the depth of the potential
and the contours show equipotentials. The red point shows the position of
the global minimum, and the red line shows the path from the electroweak
symmetric minimum to the electroweak broken minimum.

To study the properties of the EWPT, thermal corrections to the potential
have to be taken into account. Figure 3.2 illustrates the phase transition
pattern. At sufficiently high temperature the only minimum of the potential
V (h, s) is at h = 0 = s. The parameters of the potential can be chosen
such that at some high temperature the s direction of the potential at s = 0

becomes unstable, and the global minimum of the potential is at s 6= 0.

15

Cannot be sure if walls are deflagrations. 

Should be studied in detail (dynamical 

wall with friction). Hard.
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Cannot be sure if walls are deflagrations. 

Should be studied in detail (dynamical 

wall with friction). Hard.

Because of generic low energy Landau poles* 2HD-models no better than 
singlet model with Dim N>4 operators**.  
  - No UV-completion => solving BAU recreates need for BSM 
  - Problem is with the CP-violation

* Out of 10000 models in our final scan, ten 
survived to 10 TeV and none to 100 TeV. Demidov, Gorbunov, Kiripichnikov, arXiv:1608.01985v1

**Unless embedded in an UV-complete setup, such as 
the   NMSSM



Conclusions

“Simple and yet complete” an interesting paradigm to follow

DM
Strong EWPT

Some aspects are easily realized with help of singlets 

EWBG challenging due to need for new CP-violation

Unification and Hieararchy Problem not necessarily relevant

EWBG is maybe in 2HD+S model, but not UV-complete (NMSSM?)

Maybe some alternatives fit better into completenes scheme:

Leptogenesis (but beware of hierarchy problem)
Akhmedov-Rubakov-Smirnov mechanism
nuMSM


