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Overview
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✦ Motivation for studying  W𝜸𝜸 and Z𝜸𝜸 

✦ Description of the Analysis 

✴ 2D Template Method for Estimating Jet 
Misidentification Background   

✴ Definition of Fiducial Region 

✦ Fiducial Cross-Section Measurements 

✦ Limits on Dimension-8 Effective Field Theories 

✦ Reported in CMS-PAS-SMP-15-008: https://cds.cern.ch/
record/2130360?ln=en  
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CMS Experiment

• Measurements made with 8 TeV Proton-Proton Collisions collected by 
the CMS detector during the LHC Run 1, 2012. 

• Collected events correspond to an integrated luminosity of 19.4 fb-1.
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W𝜸𝜸 and Z𝜸𝜸 
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• W𝜸𝜸 and Z𝜸𝜸 are rare SM processes.  This (and recent ATLAS results) are 
the first time these measurements have been made at a hadron collider. 

• W𝜸𝜸 production is sensitive to Quartic Gauge Couplings. 
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SU(2)L x U(1)Y Symmetry

Non-abelian Term

SM predicts value of 
the coupling strength

• Deviations from the SM prediction are a clear signal of new physics.   

Neutral Quartic 
Vertices (ie ZZ𝜸𝜸) are 
forbidden by the SM
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Additional Feynman Diagrams
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FSR ISR (Includes TGC and QGC)

W𝜸𝜸 and Z𝜸𝜸  signal samples are simulated at NLO with MadGraph + Pythia.

Analysis is for leptonic decay of W and Z : W → µν†  and Z →ℓℓ.  (ℓ is e or µ)   

Contributing diagrams come for Initial State Radiation (ISR), Final State Radiation (FSR), and Triple 
Gauge Couplings (TGC).
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• To ensure W𝜸𝜸 QGC events are well 
sampled, signal split between FSR 
and ISR enhanced regions 

• Separation is made during 
generation, cut on 

where 𝜸’ is photon closest to the 
lepton.  Cut value is 165 GeV.

4 4 Event selection

rate from 100 kHz to a few hundred Hz, before data storage.

3 Data and simulated samples

The data used to produce this result consists of 19.4 fb�1 of proton-proton collisions, collected
at a center-of-mass energy of

p
s = 8 TeV. During this data-taking period of the LHC the mean

number of overlapping interactions per bunch crossing was 21.

Signal samples are generated at both next-to-leading order (NLO) and leading order (LO).
The NLO samples are the primary signal samples for the analysis and the LO sample is used
to model anomalous QGC. Events are generated with AMC@NLO [15] and showered using
PYTHIA [16](v.8.1) CUETP8M1 tune [17]. The NLO samples are used to estimate the accep-
tance corrections, and to compare event kinematics between simulation and data. For the
W±gg signal, the FSR diagrams dominate the cross section. To ensure the phase-space sen-
sitive to TGC and QGC diagrams are well sampled, the NLO W±gg samples are split between
an FSR-enhanced sample and an ISR-enhanced sample. The triple and quartic gauge couplings
appear predominantly in the ISR-enhanced sample. The split is made during event production
by applying a cut on M`ng0 + M`n, the sum of the three-body mass between the lepton, neu-

trino, and photon closest in DR, where DR =
q

(fg � f`)
2 + (hg � h`)

2,to the lepton and the
two-body invariant mass of the lepton and neutrino. The cut value is 165 GeV.

The LO samples are generated using MADGRAPH [18](v5 2.2.2), based on the equivalent pho-
ton approximation (EPA). Events are then showered with PYTHIA [19](v.6.4) Z2* tune[20]. Events
in the LO samples are assigned a set of weights, each of which reproduces the effect of an
anomalous QGC. The weights are obtained by loading models of effective theories, provided
in the Universal FeynRules Output (UFO) format[21], into the event generator.

The diboson, triboson, and tt background samples are produced with MADGRAPH, unless oth-
erwise stated. The yields are normalized to the NLO cross section predictions obtained with
MCFM [22], which are consistent with the CMS measurements in these channels.

The ZZ ! 4` sample was produced with POWHEG [23–26](v1.0). The ttgg sample was pro-
duced with WHIZARD [27]. The gg ! ZZ sample was generated with GG2ZZ [28]. The
outgoing partons from the matrix-element calculation are matched to parton showers from the
PYTHIA (v6.4) Z2* tune. All t leptons included in samples showered with PYTHIA (v6.4) are
decayed with TAUOLA [29].

Finally, all simulated samples are passed through a detailed GEANT4 simulation[30] of the CMS
detector.

4 Event selection

Events selected for the W±gg analysis are triggered by the presence of an isolated muon with
pT > 24 GeV or an electron with pT > 27 GeV which passes the multi-variate identification
criterion with 80% efficiency. For the Zgg analysis events are triggered by a di-muon or di-
electron trigger which require a leading muon or electron having pT > 17 GeV and a sec-
ond muon or electron having pT > 8 GeV. The lower thresholds of the di-lepton triggers in-
creases the Zgg signal acceptance relative to the single-lepton triggers. For both the W±gg and
Zgg analyses, events are separated into an electron and muon channel based on which trigger
is passed.

†W𝜸𝜸 electron channel in final stages of approval          
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Object and Event Selection
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✦ Photons: pT > 25 GeV, |η| < 2.5 

✦ Muons: isolated, pT > 25 GeV, |η| < 2.1 

✦ Electrons: isolated, pT > 30 GeV, |η| <  2.5 

✦ Exactly 1 lepton and 2 photons. 

✦ Δ∆R(𝜸,𝜸) > 0.4 ,  Δ∆R(𝜸, ℓ)   > 0.4   

✦ No endcap-endcap events 

✦ mT(ℓ, ET
miss) > 40 GeV 

✦ No additional lepton with pT > 10 GeV

W𝜸𝜸 - Single Lepton Triggers Z𝜸𝜸 - Dilepton Triggers

✦ Single Muon:      pT Threshold 24 GeV
✦ Two Electrons:  pT Threshold 17 and 8 GeV 

✦ Two Muons:      pT Threshold 17 and 8 GeV 

✦ Photons: pT > 15 GeV, |η| < 2.5 

✦ Muons: isolated, pT > 10 GeV, |η| < 2.4 

✦ Electrons: isolated, pT > 10 GeV, |η| < 2.5 

✦ Exactly 2 opposite sign leptons and 2 photons. 

✦ Δ∆R(𝜸,𝜸) > 0.4 ,  Δ∆R(𝜸, ℓ) > 0.4, Δ∆R(ℓ , ℓ) > 0.4   

✦ No endcap-endcap events 

✦ Mℓℓ  > 40 GeV 

✦ Lead lepton pT > 20 GeV

6 5 Backgrounds

mT =
q

2E`
TEmiss

T
�
1 � cos

�
Df

�
E`

T, Emiss
T

���
. (1)

To reduce backgrounds caused by Zg events where one decay electron is misreconstructed
photon, cuts are applied on the invariant mass of objects in the event. These cuts include
86.2 < m(e, g) < 96.2 GeV⇤, and 86.2 < m(e, g, g) < 96.2 GeV.

4.1 Event Categorization

Events are separated into three categories according to the detector region in which the two
photons are reconstructed: barrel-barrel, barrel-endcap, and endcap-barrel. Barrel photons sat-
isfy the requirement that |h| < 1.44, while endcap photons satisfy 1.57 < |h| < 2.5 and the or-
der is such that the leading photon is listed first. Events where both photons are reconstructed
in the endcaps are not selected.

5 Backgrounds

5.1 Jets misreconstructed as photons

Events where one or both of the photons originate from jet fragmentation constitute the main
background for this analysis. While the photon shower shape and isolation requirements are
designed to reject these backgrounds, the relatively large production rate of electroweak bosons
with jets leads to a large contribution of jets misidentified as photons in the signal region. Jets
are often misidentified as photons when a boosted p0 is produced and decays to two photons
and the additional hadronic activity is small enough for the reconstructed photon to pass iso-
lation requirements. The probability for a jet to be misidentified as a photon is sensitive to
how jet hadronization evolves and is therefore difficult to predict with simulation. In addition
the large rejection factor achieved by the photon identification makes the generation of suffi-
cient simulation statistics computationally difficult. Therefore a data-driven method is used
to estimate this background. The rate of misidentified jets and the shapes of the identification
variables used differs between the barrel and endcap so the estimate is performed separately
in each of the event categories described in Section 4.1.

To estimate this background a two-dimensional template normalization that accounts for corre-
lations between two photons is used. The distribution of the relative energy of charged hadron
objects is used to discriminate prompt photons from jets. The normalization is performed in
three sideband regions and the signal region, defined by whether each photon passes or fails
the nominal cut on the identification variable. The sideband regions uniquely identify the three
cases where either one or both photons fail the nominal cut on the identification variable. The
regions are therefore labeled as Tight-Loose (TL), where the leading photon passes the iden-
tification cut and the subleading photon fails the cut, Loose-Tight (LT), where the subleading
photon passes the cut and the leading photon fails, and Loose-Loose (LL) where both pho-
tons fail the cut. The signal region, where both photons pass the cut is Tight-Tight (TT). A
matrix composed of the probabilities for two photons to originate from a prompt photon or a
photon-like jet relates the true source of the photons to the observed events. There are four
possible sources of the two photons, Prompt-Prompt (PP) – which corresponds to signal events
– Prompt-Fake (PF), Fake-Prompt (FP), or Fake-Fake (FF). The normalization of each of the
processes is determined by solving the matrix equation,

⇤this condition must be satisfied by both photons

W𝜸𝜸 Selection Z𝜸𝜸 Selection

Event Categorization
✦ Categorized by detector region in which the lead and sub-lead photons are reconstructed: 

barrel-barrel, barrel-endcap, endcap-barrel, and endcap-endcap

Full details for object identification and isolation are in backup slides.

 ET
miss = - Σ All PF Objects 

 To reduce the Z𝜸𝜸  background
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! !
Fitting method — Matrix eq

• The full set of equations is : 
!

!

!

!

!

• In matrix form

7

Full fit

We have 4 processes contributing to 3 control regions and 1 signal
region

This gives 4 equations with 4 unknowns

NTT = ↵RR✏
TT
RR + ↵RF ✏

TT
RF + ↵FR✏

TT
FR + ↵FF ✏

TT
FF

NTL = ↵RR✏
TL
RR + ↵RF ✏

TL
RF + ↵FR✏

TL
FR + ↵FF ✏

TL
FF

NLT = ↵RR✏
LT
RR + ↵RF ✏

LT
RF + ↵FR✏

LT
FR + ↵FF ✏

LT
FF

NLL = ↵RR✏
LL
RR + ↵RF ✏

LL
RF + ↵FR✏

LL
FR + ↵FF ✏

LL
FF

Where ↵XY is the normalization of the template for that process

And ✏ABXY is the e�ciency for that template to appear in region AB
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Full fit

Write the previous equations in matrix form

Then the fit is performed by simply inverting the matrix and
multiplying by the vector of the observed number of events

However when blinded we have no access to the number of tight-tight
events, NTT

Investigate the structure of the e�ciency matrix to see if
simplifications are possible

0

BB@

NTT

NTL

NLT

NLL

1

CCA =

0

BB@

✏TTRR ✏TTRF ✏TTFR ✏TTFF
✏TLRR ✏TLRF ✏TLFR ✏TLFF
✏LTRR ✏LTRF ✏LTFR ✏LTFF
✏LLRR ✏LLRF ✏LLFR ✏LLFF

1

CCA

0

BB@

↵RR

↵RF

↵FR

↵FF

1

CCA
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Observed events Efficiency matrix Fitted normalizations

This is simple and analytic

Observed Efficiencies (Templates) Normalization

NTL 
Sideband 
Region

NLL 
Sideband 
Region

NTT 
Signal 

Region

NLT 
Sideband 
Region

Number of jet misidentified as photons is estimated using a data driven 2D template method.  
Charged hadron isolation is the discriminating variable on the lead and sublead photons.

Processes

Four processes (V can be W of Z):
• V𝜸𝜸, both photons real:  𝛂RR 

• V𝜸lead+jet, lead photon real 

sub-lead fake:  𝛂RF 

• V𝜸sub+jet, lead photon fake 

sub-lead real:  𝛂FR 

• V+jets, both photons fake 𝛂FF

Regions

Tight Loose

T
ig

ht
Lo

os
e

Lead Photon

15 GeV<sub-lead photon pT<25 GeV  

Templates
Charged hadron isolation C

harged hadron isolation

Su
b-

le
ad

 P
ho

to
n Real-real, real-fake, and fake-real 

efficiencies are product of 1D 
template efficiencies.

• real template:  W𝜸 MC 

• fake template: Z + jet CR

Fake-fake significant correlations
• fake-fake template: Independent 

sideband.

Validation

16 efficiencies are calculated. 
Nbkgd = ✏TF↵F

Nbkgd = ✏TT
RF↵RF + ✏TT

RF↵FR + ✏TT
FF↵FF

1
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Other Backgrounds
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• For W𝜸𝜸 analysis, Z𝜸𝜸 is a background.  Estimated using NLO MC. 

• For both analyses, small contributions from diphoton processes, WW𝜸𝜸, WZ𝜸𝜸 
ZZ𝜸𝜸, tt𝜸𝜸.

BRIEF ARTICLE

THE AUTHOR

Region jet misID Z�� + Irreducible Total Background Data Expected signal

Muon Channel

Barrel-Barrel 25± 6 9.6± 1.3 34± 6 62 16.5± 1.8
Barrel-Endcap 17± 3 1.9± 0.4 19± 3 26 4.1± 0.5
Endcap-Barrel 21± 4 2.5± 0.5 24± 4 20 4.1± 0.5
Sum 63± 11 14± 2 77± 12 108 25± 3

1

For each detector region, expected background sources, observed events, and simulated signal.  
(W𝜸𝜸 muon channel)
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Definition of Fiducial Region
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Fiducial region mirrors the off-line selection cuts as closely as possible.   Small 
extrapolations made over pT, η, and photon location.

• Fiducial Leptons Definition: When PYTHIA 
radiates the leptons, electrons are more likely than 
muons to produce collinear photons. 

• Lepton universality restored by dressing the 
generator leptons with photons within Δ∆R < 0.1. 

• Photons used in dressing are removed from the 
fiducial selection cuts.

11

6 Cross-section measurement

6.1 Methodology

The W±gg and Zgg production cross sections are measured within fiducial regions defined to
avoid divergences of the cross section at low photon transverse momentum and small separa-
tion between a photon and the leptons. The fiducial regions are also defined to be close to the
offline event selection to minimize extrapolations from the selected events. The set of cuts that
define the W±gg and Zgg fiducial regions are given in Table 3. The fiducial transverse mass,
mT(`, n(s)), follows the same definition used in the event selection (See Equation 1) except with
Emiss

T replaced by the neutrino pT (Or for t decays, the three neutrinos’ combined pT).

Table 3: Fiducial definitions for the W±gg analysis (top) and Zgg analysis (bottom).

Definition of W±gg Fiducial Region
pg

T > 25 GeV, |hg| < 2.5
p`

T > 25 GeV, |h`| < 2.4
Exactly one candidate lepton and two candidate photons

mT(`, n(s)) > 40 GeV
DR(g, g) > 0.4 and DR(g, `) > 0.4

Definition of Zgg Fiducial Region
pg

T > 15 GeV, |hg| < 2.5
p`

T > 10 GeV, |h`| < 2.4
Exactly two candidate leptons and two candidate photons

lead pg
T > 20 GeV

M`` > 40 GeV
DR(g, g) > 0.4, DR(g, `) > 0.4, and DR(`, `) > 0.4

The analysis calculate fiducial cross sections for W±gg (Zgg ) branching directly to an electron
or muon, `. Electrons or muons produced through a t decay are treated as background and
subtracted off. The fiducial cross section formula is,

s(pp ! `ngg(``gg))Fiducial = (1 � ft) ·
Nobs � Nbkgd

CW±gg (CZgg ) · L , (3)

where Nobs and Nbkgd are the number of observed events and the number of expected back-
ground events, CW±gg is the fiducial acceptance factor, L is the integrated luminosity of the
data sample, and ft is the fraction of events in which the final lepton is obtained via an inter-
mediate t decay.

The tau fraction is estimated from the MC signal samples using events where the parent of the
lepton has a t pdgID. Because this is the same sample used to estimate the signal, tau removal
is manifested as a factor of 1

1� ft
on the fiducial acceptance. For the W±gg and (Zgg ) analysis

ft is 2.4% (0.3%). The smaller Zgg tau fraction is because both t’s must decay to the same type
of lepton.

The fiducial acceptance factor is a combination of the selection efficiency and the detector’s
geometric and kinematic acceptance. The CW±gg factor is defined as follows,
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in terms of Lorentz boosts in the longitudinal direction and particle distribution is557

expected to be uniform in ⌘. See appendix ?? for more details on pseudorapidity.558

For CMS, the inner tracker covers a region of |⌘| < 2.5, the electromagnetic559

and hadronic calorimeter cover |⌘| < 3.0, an additional forward hadronic calorimeter560

extends the coverage to |⌘| < 5, and the muon system covers a range of |⌘| < 2.4.561

Particles with very high ⌘ are lost down the beam pipe and are unobserved. The562

full � coverage combined with the large ⌘ range means that nearly all angular phase563

space is enclosed, and CMS is aptly known as a 4⇡ detector.564

In analyzing particles, it is often important to consider nearby activity. It is565

common to define a cone in ⌘ and � space, the radius of which is defined as:566

�R =
p

(�⌘)2 + (��)2 (3.2)

3.2.2 Inner Tracking System567

The inner-tracker measures the position of charged particles as they move568

through the detector. Close to the beam pipe, the measurement is more challenging569

because of the stronger radiation flux. It is necessary for the inner tracker to have570

many detector channels each covering a small area. This has two benefits: the small571

area means that the particle’s position can be measured with high precision, and572

the many detector channels mean that even in high fluxes most channels will be573

unoccupied and associated tracks will be distinguishable.574

This is accomplished using pixel detectors and silicon microstrip detectors.575

25
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Fiducial Cross Section

10

9

Table 2: Number of predicted backgrounds with their expectation from simulation compared
to the signal expectation for each analysis bin in the electron channel.

pT bin jet fake stat ± syst electron fake sum MC Signal
Barrel-Barrel (lead-sublead)

15 < pT < 25 21.1 ± 6.7 14 ± 7 35 ± 10 17 ± 5 4.1 ± 0.3
25 < pT < 40 23.0 ± 0.6 12 ± 6 35 ± 6 37 ± 7 6.4 ± 0.3
40 < pT < 70 16.3 ± 4.1 3 ± 5 20 ± 6 26 ± 5 6.9 ± 0.3

pT > 70 10.7 ± 3.2 �2 ± 3 9 ± 4 12 ± 4 6.3 ± 0.3
Barrel-Endcap (lead-sublead)

15 < pT < 25 18.1 ± 11.2 1 ± 4 19 ± 12 7 ± 3 1.1 ± 0.2
25 < pT < 40 19.7 ± 6.2 2 ± 7 22 ± 10 27 ± 13 1.8 ± 0.2
40 < pT < 70 10.8 ± 6.4 4 ± 5 15 ± 8 12 ± 4 1.6 ± 0.1

pT > 70 8.0 ± 4.9 �1 ± 3 7 ± 6 0.24 ± 0.06 1.8 ± 0.1
Endcap-Barrel (lead-sublead)

15 < pT < 25 15.3 ± 9.3 �1 ± 3 15 ± 10 9 ± 4 1.0 ± 0.1
25 < pT < 40 18.9 ± 8.5 8 ± 5 27 ± 10 7 ± 3 1.9 ± 0.2
40 < pT < 70 11.8 ± 3.3 �1 ± 3 10 ± 5 7 ± 4 1.5 ± 0.1

pT > 70 7.8 ± 3.5 �2 ± 2 6 ± 4 0.7 ± 0.5 1.7 ± 0.1

6 Cross-section measurement268

6.1 Methodology269

The Wgg production cross section is measured within a fiducial region defined to avoid diver-270

gences of the cross section at low photon transverse momentum and small separation between271

a photon and the lepton. The fiducial region is also defined to be close to the offline event272

selection to minimize extrapolations from the selected events. The set of cuts that define the273

fiducial region is the following:274

• pleadg
T > 40 GeV, psubleadg

T > 15 GeV, |hg| < 2.5275

• p`T > 25 GeV, |h`| < 2.4276

• exactly one candidate lepton and two candidate photons277

• mT > 40 GeV278

• DR(g, g) > 0.4; DR(g, `) > 0.4279

The fiducial cross section is calculated using the formula:280

s(pp ! `ngg)Fiducial = (1 � ft) ·
Nobs � Nbkgd

CWgg · L , (2)

where Nobs and Nbkgd are the number of observed events and the number of expected back-281

ground events; CWgg is the fiducial acceptance factor, defined below; L is the integrated lumi-282

nosity of the data sample; ft is the fraction of events in which the final lepton is obtained via283

an intermediate t decay. Its value is 1.9% in the muon channel and 2.1% in the electron channel284

with negligible statistical uncertainty.285

The CWgg factor is defined as follows:286

CWgg =
Nreco [W ! `ngg] + Nreco [W ! tngg ! `nnngg]

Ngen [W ! `ngg(fiducial)] + Ngen [W ! tngg ! `nnngg(fiducial)]
, (3)
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CW±gg =
Nreco [W ! `ngg] + Nreco [W ! tngg ! `nnngg]

Ngen [W ! `ngg(fiducial)] + Ngen [W ! tngg ! `nnngg(fiducial)]
, (4)

and similarly for the CZgg factor,

CZgg =
Nreco [Z ! ``gg] + Nreco [Z ! ttgg ! `nn`nngg]

Ngen [Z ! ``gg(fiducial)] + Ngen [Z ! ttgg ! `nn`nngg(fiducial)]
, (5)

where Nreco is the number of events that pass analysis cuts applied to reconstructed quantities,
while Ngen(fiducial) is the number of generated events that pass the fiducial cuts applied to
Monte-Carlo truth quantities. When PYTHIA showers the final state leptons, electrons are more
likely to radiate collinear photons than muons. To recover lepton universality, truth leptons are
“dressed” with photons within a cone of DR < 0.1. Because of smearing of the truth quantities
during reconstruction, the events in the numerator are not a strict subset of the events in the
denominator, and the CW±gg and CZgg factor are not an technically an efficiency.

The acceptance factors are calculated using a next-to-leading order AMC@NLO Monte-Carlo
simulation. Hadronization is simulated by PYTHIA (v8.1), with the next-to-leading order parton
distribution function set NNPDF-NLO [35](v3.0), with the corresponding CUETP8M1 tune.
The values of the fiducial acceptances are recorded in Table 4.

Table 4: Fiducial acceptances for the W±gg and Zgg analyses. The acceptances are the ratios of
reconstructed events passing the analysis selection criteria to MC “Truth” events passing each
analysis’s fiducial definition.

Electron Channel Muon Channel
CW±gg

1� ft
17.3 ±1.0

0.9 % 26.7 ±1.2
1.1 %

CZgg

1� ft
22.5 ±1.6

1.4 % 29.1 ±1.8
1.4 %

6.2 Statistical and systematic uncertainties on the cross section

Uncertainties on the background estimates, given in Tables 1 and 2 are propagated to the pre-
dicted signal yield. The luminosity uncertainty is applied to the backgrounds predicted from
simulation and on the measured cross sections. The luminosity uncertainty is estimated to be
2.6%[36].

The trigger and lepton identification efficiencies are corrected for differences between data and
simulation using control samples of Z ! `+`� events. The systematic uncertainty is estimated
from the statistical uncertainty associated with the correction applied.

The limited knowledge of the proton PDFs, uncertainties in the production mechanism of
W±gg events, and the hadronization process that follows the hard scattering affect the accep-
tance factors. The PDF uncertainties were estimated by using the NNPDF-NLO error eigen-
vector set, and by comparing the value of CW±gg obtained by using the central PDF in the
NNPDF-NLO, MSTW-NLO, and CT10-NLO PDF sets. The production and hadronization
uncertainties were estimated by varying the renormalization and factorization scales indepen-
dently by a factor 1/2 and 2.

fraction, the final state lepton pT cut and the MT cut. f⌧ is 2.2% for the electron1286

channel and 2.5% for the muon channel.1287

f⌧ =
Ngen[W ! ⌧⌫�� ! `⌫⌫⌫��(fiducial)]

Ngen[W ! `⌫��(fiducial)] + Ngen[W ! ⌧⌫�� ! `⌫⌫⌫��(fiducial)]
(6.12)

The ultimate quantity that is used in the cross-section calculation is CW��

1�f⌧
.1288

Lead Photon pT Electron Channel Muon Channel
25-40 14.57 ± 1.04 ±+0.65

�0.62 25.10 ± 1.39±+0.63
�0.63

40-70 16.31 ± 0.74 ±+0.88
�0.88 26.76 ± 1.05±+0.72

�0.72

70+ 19.95 ± 0.78 ±+1.04
�1.03 27.62 ± 0.94±+0.78

�0.77

Total 17.25 ± 0.48 ±+0.70
�0.69 26.69 ± 0.64 ±+0.68

�0.68

Table 6.7: CW��

1�f⌧
as function of Lead Photon pT with statistical and systematic

errors. ”Total” is the CW��

1�f⌧
for all events with lead photon pT above 25 GeV

In Table 6.7 acceptances are calculated for each of the lead photon pT bins,1289

though the total acceptance is what is used in the cross-section calculation.1290

6.5 Selection for aQGC Study1291

For the anomalous quartic gauge couplings,a modified search strategy is em-1292

ployed. SM W�� events that were signal for the cross-section measurement, now act1293

as an additional background. In the dimension-8 models of e↵ective field theories,1294

deviations from the Standard Model occur at high photon pT. We use the same1295

object requirements and backgrounds estimation methods described earlier in this1296

method, but the event selection is refined to require a lead photon with pT above1297

69

Tau Fraction is  2.4% for W𝜸𝜸 and  0.3% for Z𝜸𝜸  

Fiducial Acceptance Factors

10 5 Cross-section measurement

factor is a combination of the selection efficiency and the detector’s geometric and kinematic
acceptance. The CW±gg factor is defined as follows,

CW±gg =
Nreco [W ! `ngg] + Nreco [W ! tngg ! `nnngg]

Ngen [W ! `ngg(fiducial)] + Ngen [W ! tngg ! `nnngg(fiducial)]
, (4)

and similarly for the CZgg factor,

CZgg =
Nreco [Z ! ``gg] + Nreco [Z ! ttgg ! `nn`nngg]

Ngen [Z ! ``gg(fiducial)] + Ngen [Z ! ttgg ! `nn`nngg(fiducial)]
, (5)

where Nreco is the number of events that pass analysis cuts applied to reconstructed quanti-
ties and Ngen(fiducial) is the number of generated events that pass the fiducial cuts applied
to Monte Carlo truth quantities. The acceptance factors are calculated using the signal Monte
Carlo simulation samples. The acceptance factor and t fraction are combined into a single com-
bined acceptance factor that enters the cross section formula, which is given for the W±gg and
Zgg analyses in Table 4.

Table 4: Fiducial acceptance for the W±gg and Zgg analyses. The acceptances are the ratios of
reconstructed events passing the analysis selection criteria to Monte Carlo “Truth” events pass-
ing each analysis’s fiducial definition. The removal of t decays is accomplished by dividing by
the fraction of events that do not contain a t decay, (1 � ft).

Electron Channel Muon Channel
CW±gg

1� ft
– 26.7 ±1.2

1.1 %
CZgg

1� ft
22.5 ±1.6

1.4 % 29.1 ±1.8
1.4 %

5.2 Statistical and systematic uncertainties on the cross section

Uncertainties on the background estimates, given in Tables 1 and 2, are propagated to the pre-
dicted signal yield. The luminosity uncertainty is applied to the background predictions from
simulation and on the measured cross sections. The luminosity uncertainty is estimated to be
2.6% [33].

The trigger, lepton identification, and photon identification efficiencies are corrected for differ-
ences between data and simulation using the tag-and-probe method with Z ! `+`� events.
The corrections for the electron veto cuts in the photon selections are calculated using FSR pho-
tons in Z ! µµ events. Estimates of the energy scale uncertainty for the electron, photon and
muon are made from comparisons of the Z mass lineshape between data and simulation. Un-
certainties on the Emiss

T energy scale are estimated by propagating the energy scale uncertainty
for each object used in the Emiss

T calculation.

Uncertainties in the proton PDFs, the scales of renormalization and factorization, and in the
number of interaction vertices per event all affect the acceptance factors. The PDF uncertainties
were estimated by recomputing the acceptance with the NNPDF-NLO replicas, and by com-
paring the acceptance factor obtained by using the central PDF in the NNPDF-NLO, MSTW-
NLO, and CT10-NLO PDF sets. The uncertainties in the renormalization and factorization
scales are evaluated by varying them independently by a factor of 1/2 and 2. Simulated events
are weighted so that the multiplicity of interaction vertices matches the distribution in data,
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Cross sections for the electron and muon channel are combined using the Best Linear 
Unbiased Estimator (BLUE) method.  

Tables show sources of systematic and statistical uncertainty, their errors are propagated 
to the fiducial cross-section measurements:

Main uncertainties are from limited statistics and background systematics.

Systematic Uncertainties W�� ! µ�� Z�� ! ee�� Z�� ! µµ��
Signal Simulation Systematics �(�W��) �(�Z��)
Simulation Statistics 2.40% 3.25% 2.89%
Theory 1.65% 1.69% 1.37%
Data/MC Scale Factor Corrections 2.08% 4.89% 3.18%
Data/MC Energy Scale Corrections 2.52% 2.52% 3.07%
Total Signal Simulation 4.38% 6.60% 5.46%
Background Systematics �(�W��) �(�Z��)
Misidentified Jet 37.19% 15.08% 12.51%
Misidentified Electron - - -
Z�� 5.44% - -
Other Multiboson Backgrounds 1.02% 0.21% 0.26%
Total Background 37.64% 15.08% 12.51%
Statistical Uncertainties �(�W��) �(�Z��)
Signal Region 29.30% 16.54% 13.64%
Sidebands 4.39% 1.39% 1.20%
Total Statistical 29.60% 16.60% 13.70%

Systematic Uncertainties W�� ! e�� W�� ! µ�� Z�� ! ee�� Z�� ! µµ��
Acceptance and Tau Fraction Systematics �(�W��) �(�Z��)
Simulation Statistics 2.78% 2.40% 3.25% 2.89%
Theory 1.56% 1.65% 1.69% 1.37%
Data/MC Scale Factor Corrections 3.68% 2.08% 4.89% 3.18%
Data/MC Energy Scale Corrections 2.39% 2.52% 2.52% 3.07%
Total Acceptance and Tau Fraction 5.44% 4.38% 6.60% 5.46%
Background Systematics �(�W��) �(�Z��)
Misidentified Jet 2.05% 35.82% 15.02% 12.47%
Misidentified Electron 4.12% - - -
Z�� 4.05% 5.44% - -
Other Multiboson Backgrounds 1.26% 1.02% 0.21% 0.26%
Total Background 6.26% 36.29% 15.02% 12.47%
Statistical Uncertainties �(�W��) �(�Z��)
Signal Region 28.71% 29.30% 16.54% 13.64%
Sidebands 20.84% 4.39% 1.39% 1.20%
Total Statistical �% 29.60% 16.60% 13.70%

1
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Figure 5: For the Zgg analysis, the pT of the diphoton system in the muon (left) and electron
(right)channels. The jet misidentification background is determined from a data-driven esti-
mate. Irreducible backgrounds are estimated using simulation and are normalized to their
production cross section. The hatched band represents the total uncertainty of all background
sources, combined in quadrature. The last bin includes all events having pgg

T > 80 GeV, but the
normalization is to the displayed bin width.

anomalous couplings, the W±gg cross section would increase rapidly with the energy of the
WW±gg vertex, which would result in a violation of unitarity. Various approaches, such as
the inclusion of a dipole form factor to suppress the effect of an anomalous coupling above a
selected cut-off scale Lcutoff, are proposed[43, 44]. Under the assumption that the energy reach
of the analysis does not violate unitarity, we quote results without a form factor, correspond-
ing to a Lcutoff equal to infinity. Using VBFNLO, this assumption is confirmed by checking,
for each of the observed anomalous coupling limits, the vertex energy at which the predicted
cross-section surpasses the unitarity bound [45]. For the W±gg signal simulation, much fewer
that one event is predicted above such energies.

Anomalous QGC events are most likely to occur at high lead-photon pT and high Q2 (corre-
sponding to a higher likelihood of anomalous events having both selected photons in the bar-
rel). Figure 6 shows the predicted yield from an aQGC where the fT,0 parameter is 50 TeV�4.
The figure shows the data and background predictions as well as the SM W±gg signal predic-
tion summed over the electron and muon channels. To be sensitive to anomalous couplings,
only events having a lead photon with pT > 70 GeV are considered. Limits are set over the
electron and muon channels with events split into the three categories by the reconstructed
photons’ detector region (See Section 4.1).

Assuming Poisson statistics, a likelihood method is used to define a 95% confidence interval.
We define the test statistic t f as the ratio of a specific coupling strength’s likelihood to the
maximum likelihood:

t f = �2 ln
L( f , ˆ̂q)

L( f̂ , q̂)
, (6)

where L is the likelihood function, f is the anomalous coupling parameter, ˆ̂q are the nuisance
parameters maximizing likelihood at that f value, and f̂ and q̂ are the coupling strength and
nuisance parameters for the global maximum likelihood [46]. From Wilk’s theorem, t f can be
approximated as a c2 distribution with one degree of freedom.

Z𝜸𝜸 
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Measured Cross Section (Photon pT >15 GeV)

NLO Theory Prediction

Significance

15

sfid
Zgg · BR (Z ! ``) = 12.8 ± 1.4 (stat) ± 1.9 (syst) ± 0.3 (lumi) fb

The uncertainty is dominated by systematic uncertainties on the background estimates. The-
oretical predictions at next-to-leading order of the cross section defined by the fiducial phase
space are performed using MadGraph. The following results were obtained, with uncertainties
from renormalization, factorization, and PDFs included:

sNLO
W±gg · BR (W ! `n) = 4.76 ± 0.53 fb

sNLO
Zgg · BR (Z ! ``) = 12.95 ± 1.47 fb

The measurement agrees well with the theoretical predictions for the combined electron-muon
cross section.
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Figure 4: For the W±gg analysis, the pT of the diphoton system in the muon (left) and electron
(right)channels. The jet misidentification and electron misidentification backgrounds are deter-
mined from data-driven estimates. The Zgg and irreducible backgrounds are estimated using
simulation and are normalized to their production cross section. The hatched band represents
the total uncertainty of all background sources, combined in quadrature. The last bin includes
all events having pgg

T > 80 GeV, but the normalization is to the displayed bin width.

7 Limits on anomalous quartic-gauge couplings

7.1 Effective Field theory

The presence of the quartic WW±gg gauge coupling vertex provides sensitivity to new physics.
The standard model predicts precise values for the Quartic Gauge Couplings. An effective field
theory (EFT) parametrization, which converges to the standard model at low energies, is used
to describe possible deviations from the standard model [40].

There are dimension-6 effective theories that produce aQGCs, but these effective theories are
also expected to produce aTGC, which are already well constrained by experimental measure-
ments. The dimension-8 theories are the lowest order at which aQGCs are expected, but aTGCs
are not.

There are fourteen operators that contribute to the WW±gg coupling in the dimension-8 for-
malism [21, 41]. We focus our study on the fM,23 and fT,012 couplings [42]. In the presence of

5.9 σ 

Distribution of data, Z𝜸𝜸, and backgrounds events as a function of the diphoton transverse momentum.
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5.3 Results

The distribution of events are studied as a function of the diphoton transverse momentum.
Figures 4 and 5 show the transverse momentum of the diphoton system for events passing
all analysis requirements of W±gg and Zgg , respectively. The significance of the observed
data over the background is 2.9 s for the W±gg selection and 5.9 s for the Zgg selection.
The fiducial cross sections measured in the W±gg electron and muon channels are 6.6 ±
2.3 (stat) ± 0.5 (syst) ± 0.2 (lumi) and 6.0 ± 1.8 (stat) ± 2.2 (syst) ± 0.2 (lumi) respectively. The
fiducial cross sections measured in the Zgg analysis are 12.5± 2.1 (stat)± 2.1 (syst)± 0.3 (lumi)
and 12.8± 1.8 (stat)± 1.7 (syst)± 0.3 (lumi) in the electron and muon channels respectively. The
measurements in the electron and muon final state are combined using the Best Linear Unbi-
ased Estimate (BLUE) method [32–34] assuming lepton universality to hold, thus decreasing
the statistical uncertainty on the fiducial cross-section measurement. Correlated uncertainties
between the background estimates in the two channels are treated properly in the BLUE com-
bination. The following results for the fiducial cross sections are obtained:

sfid
W±gg · BR (W ! `n) = 6.3 ± 1.5 (stat) ± 1.1 (syst) ± 0.2 (lumi) fb

sfid
Zgg · BR (Z ! ``) = 12.7 ± 1.4 (stat) ± 1.8 (syst) ± 0.3 (lumi) fb

The uncertainty is dominated by systematic uncertainties on the background estimates. The-
oretical predictions at next-to-leading order of the cross section defined by the fiducial phase
space are performed using MadGraph. The following results were obtained, with uncertainties
from renormalization, factorization, and PDFs included:

sNLO
W±gg · BR (W ! `n) = 4.76 ± 0.53 fb

sNLO
Zgg · BR (Z ! ``) = 12.95 ± 1.47 fb

The measurement agrees well with the theoretical predictions for the combined electron-muon
cross section.

6 Limits on anomalous quartic-gauge couplings

6.1 Effective Field theory

The presence of the quartic WW±gg gauge coupling vertex provides sensitivity to new physics.
The standard model predicts precise values for the Quartic Gauge Couplings. An effective field
theory (EFT) parametrization, which converges to the standard model at low energies, is used
to describe possible deviations from the standard model [35].

There exist dimension-6 effective theories that produce aQGCs, but these effective theories are
also expected to produce aTGC, which are already well constrained by experimental measure-
ments. The dimension-8 theories are the lowest order at which aQGCs are expected, but aTGCs
are not.

There are fourteen operators that contribute to the WW±gg coupling in the dimension-8 for-
malism [15, 36]. We focus our study on the fM,23 and fT,012 couplings [37]. In the presence of
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sfid
Zgg · BR (Z ! ``) = 12.8 ± 1.4 (stat) ± 1.9 (syst) ± 0.3 (lumi) fb

The uncertainty is dominated by systematic uncertainties on the background estimates. The-
oretical predictions at next-to-leading order of the cross section defined by the fiducial phase
space are performed using MadGraph. The following results were obtained, with uncertainties
from renormalization, factorization, and PDFs included:

sNLO
W±gg · BR (W ! `n) = 4.76 ± 0.53 fb

sNLO
Zgg · BR (Z ! ``) = 12.95 ± 1.47 fb

The measurement agrees well with the theoretical predictions for the combined electron-muon
cross section.
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Figure 4: For the W±gg analysis, the pT of the diphoton system in the muon (left) and electron
(right)channels. The jet misidentification and electron misidentification backgrounds are deter-
mined from data-driven estimates. The Zgg and irreducible backgrounds are estimated using
simulation and are normalized to their production cross section. The hatched band represents
the total uncertainty of all background sources, combined in quadrature. The last bin includes
all events having pgg

T > 80 GeV, but the normalization is to the displayed bin width.

7 Limits on anomalous quartic-gauge couplings

7.1 Effective Field theory

The presence of the quartic WW±gg gauge coupling vertex provides sensitivity to new physics.
The standard model predicts precise values for the Quartic Gauge Couplings. An effective field
theory (EFT) parametrization, which converges to the standard model at low energies, is used
to describe possible deviations from the standard model [40].

There are dimension-6 effective theories that produce aQGCs, but these effective theories are
also expected to produce aTGC, which are already well constrained by experimental measure-
ments. The dimension-8 theories are the lowest order at which aQGCs are expected, but aTGCs
are not.

There are fourteen operators that contribute to the WW±gg coupling in the dimension-8 for-
malism [21, 41]. We focus our study on the fM,23 and fT,012 couplings [42]. In the presence of

W𝜸𝜸

13

Measured Cross Section (Photon pT >25 GeV)

NLO Theory Prediction

Distribution of data, W𝜸𝜸 (µ), and backgrounds events as a function of the diphoton transverse momentum.

sfid
W±gg · BR (W ! µn) = 6.0 ± 1.8 (stat) ± 2.3 (syst) ± 0.2 (lumi) fb .

sNLO
W±gg · BR (W ! µn) = 4.76 ± 0.53 fb
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• Dimension-8 is the lowest order for “purely” quartic anomalous gauge couplings.  
There are 14 operators that contribute to the WW𝜸𝜸 vertex, we look at a subset.

less than one, the impact of all but the lowest-order higher dimension terms can be431

ignored.432

Dimension-6 e↵ective field theories can produce QGCs, but they also produce433

TGCs. Strong limits on the dimension-6 EFTs are already set by experimental434

measurements of TGCs in the diboson final states. This analysis focuses on e↵ective435

field theories that produce ”purely” quartic gauge couplings, meaning QGCs without436

TGCs. The lowest order purely quartic gauge coupling model is of dimension-8.437

Using the EFT formalism, the aQGC Lagrangian can be written as,438

LaQGC = LSM +
X

i

fi

⇤4
Oi + ... (2.5)

So that the SU(2)L ⇥ U(1)Y symmetry, is respected, the EFT operators are439

built from fields in which this property is inherent. Following the naming conventions440

chosen by Eboli et al., we introduce:441

Dµ = @µ +
i

2
g⌧ IW I

µ +
i

2
g0Bµ ,

Ŵ a
µ⌫ =

X

j

W j
µ⌫

�j

2
,

(2.6)

Dµ is the covariant derivative, and we will define � as the Higgs doublet442

field. The dimension-8 e↵ective field theories that e↵ect the W�� process are listed443

below[6]. Following equation 2.5, each of these operators appear in the EFT La-444

grangian weighted by a factor of 1
⇤4 and an undetermined coe�cient, fi.445
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LS,1 =
[

(DµΦ)† DµΦ
]

×
[

(DνΦ)† DνΦ
]

(6)

Lquartic = FS0 LS,0 + FS1 LS,1 (7)

where the constants FS0(S1) have dimension of GeV−4.
The operatorsLS,0 and LS,1 gives rise to quartic W+W−W+W−, W+W−ZZ

and ZZZZ interactions (see table 0.1 where we list the quartic vertices af-
fected by the different operators) 2. In order to simply rescale the SM quartic
couplings containing W± and Z it is enough to have FS0 = −FS1 = f that
modifies the SM couplings by a factor (1 + fv4/8), where v is the Higgs
vaccum expectation value (v ≃ 256 GeV).

Operators containing DµΦ and field strength

The operators in this class are:

LM,0 = Tr
[

ŴµνŴ
µν

]

×
[

(DβΦ)† DβΦ
]

(8)

LM,1 = Tr
[

ŴµνŴ
νβ

]

×
[

(DβΦ)† DµΦ
]

(9)

LM,2 = [BµνB
µν ] ×

[

(DβΦ)† DβΦ
]

(10)

LM,3 =
[

BµνB
νβ

]

×
[

(DβΦ)† DµΦ
]

(11)

LM,4 =
[

(DµΦ)† ŴβνD
µΦ

]

× Bβν (12)

LM,5 =
[

(DµΦ)† ŴβνD
νΦ

]

× Bβµ (13)

LM,6 =
[

(DµΦ)† ŴβνŴ
βνDµΦ

]

(14)

LM,7 =
[

(DµΦ)† ŴβνŴ
βµDνΦ

]

(15)

In this class of effective operators the quartic gauge-boson interactions
depend upon the momenta of the vector bosons due to the presence of the
field strength in their definitions. Therefore, the Lorentz structure of these
operators can not be reduced to the SM one.

Operators containing just the field strength tensor

The following operators containing just the field strength tensor also lead to
quartic anomalous couplings:

2Gauge invariance leads to vertices containing more than 4 particles. This fact is true
for all effective operators that are listed here.

2

LT,0 = Tr
[

ŴµνŴ
µν

]

× Tr
[

ŴαβŴ αβ
]

(16)

LT,1 = Tr
[

ŴανŴ
µβ

]

× Tr
[

ŴµβŴ αν
]

(17)

LT,2 = Tr
[

ŴαµŴ µβ
]

× Tr
[

ŴβνŴ
να

]

(18)

LT,5 = Tr
[

ŴµνŴ
µν

]

× BαβBαβ (19)

LT,6 = Tr
[

ŴανŴ
µβ

]

× BµβBαν (20)

LT,7 = Tr
[

ŴαµŴ µβ
]

× BβνB
να (21)

LT,8 = BµνB
µνBαβBαβ (22)

LT,9 = BαµBµβBβνB
να (23)

WWWW WWZZ ZZZZ WWAZ WWAA ZZZA ZZAA ZAAA AAAA
LS,0, LS,1 X X X O O O O O O

LM,0, LM,1,LM,6 ,LM,7 X X X X X X X O O
LM,2 ,LM,3, LM,4 ,LM,5 O X X X X X X O O

LT,0 ,LT,1 ,LT,2 X X X X X X X X X
LT,5 ,LT,6 ,LT,7 O X X X X X X X X

LT,9 ,LT,9 O O X O O X X X X

Table 1: Quartic vertices modified by each dimension-8 operator are marked
with X.

3

• Effective Field Theories simulated with MadGraph using a reweighing method. 

• Extrapolate between simulated coupling strengths with a parabolic fit. 

• Modified signal region for the limit setting, lead photon pT > 70 GeV.  Events are 
binned by channel and photons’ detector region. 

• Most the limit setting sensitivity comes from barrel-barrel events.

𝜸 is a linear combination of the B and W3
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Figure 5: For the Zgg analysis, the pT of the diphoton system in the muon (left) and electron
(right)channels. The jet misidentification background is determined from a data-driven esti-
mate. Irreducible backgrounds are estimated using simulation and are normalized to their
production cross section. The hatched band represents the total uncertainty of all background
sources, combined in quadrature. The last bin includes all events having pgg

T > 80 GeV, but the
normalization is to the displayed bin width.

anomalous couplings, the W±gg cross section would increase rapidly with the energy of the
WW±gg vertex, which would result in a violation of unitarity. Various approaches, such as
the inclusion of a dipole form factor to suppress the effect of an anomalous coupling above a
selected cut-off scale Lcutoff, are proposed[43, 44]. Under the assumption that the energy reach
of the analysis does not violate unitarity, we quote results without a form factor, correspond-
ing to a Lcutoff equal to infinity. Using VBFNLO, this assumption is confirmed by checking,
for each of the observed anomalous coupling limits, the vertex energy at which the predicted
cross-section surpasses the unitarity bound [45]. For the W±gg signal simulation, much fewer
that one event is predicted above such energies.

Anomalous QGC events are most likely to occur at high lead-photon pT and high Q2 (corre-
sponding to a higher likelihood of anomalous events having both selected photons in the bar-
rel). Figure 6 shows the predicted yield from an aQGC where the fT,0 parameter is 50 TeV�4.
The figure shows the data and background predictions as well as the SM W±gg signal predic-
tion summed over the electron and muon channels. To be sensitive to anomalous couplings,
only events having a lead photon with pT > 70 GeV are considered. Limits are set over the
electron and muon channels with events split into the three categories by the reconstructed
photons’ detector region (See Section 4.1).

Assuming Poisson statistics, a likelihood method is used to define a 95% confidence interval.
We define the test statistic t f as the ratio of a specific coupling strength’s likelihood to the
maximum likelihood:

t f = �2 ln
L( f , ˆ̂q)

L( f̂ , q̂)
, (6)

where L is the likelihood function, f is the anomalous coupling parameter, ˆ̂q are the nuisance
parameters maximizing likelihood at that f value, and f̂ and q̂ are the coupling strength and
nuisance parameters for the global maximum likelihood [46]. From Wilk’s theorem, t f can be
approximated as a c2 distribution with one degree of freedom.

95% confidence interval  set using a test statistic, tf, behaves likes a 𝝌2 distribution.  (Only 
W𝜸𝜸 muon channel).

Expected and observed test statistic as a function of the fT0 coupling strength.  

6.2 Results 15
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Figure 5: Observed data with predicted background contributions, expected SM W±gg signal
and the contribution from an aQGC where the fT,0 parameter is 50 TeV�4 (dashed line). The
electron and muon channels are summed.

Table 7: 95% exclusion limits on the anomalous couplings.

Expected Limits ( TeV�4) Observed Limits ( TeV�4)
�30.5 < fT0

L4 < 31.1 �37.5 < fT0
L4 < 38.1

�36.9 < fT1
L4 < 37.5 �46.1 < fT1

L4 < 46.9
�83.2 < fT2

L4 < 83.2 �103 < fT2
L4 < 103

�623 < fM2
L4 < 603 �751 < fM2

L4 < 729
�1080 < fM3

L4 < 1110 �1290 < fM3
L4 < 1340

approximated as a c2 distribution with one degree of freedom.

6.2 Results

Table 7 shows the expected and observed limits for the aQGC parameters tested. Tight limits
are set on the fT,0 coupling for which the W±gg final state proves to have strong sensitivity.
Figure 6 shows the expected and observed likelihood ratios for the fT,0 coupling parameter.
The shape of the likelihood ratio for the observed data is a result of the excess of observed data
over the SM prediction. The excess does not exclude the SM at the 95% confidence level, but
the observed limits become weaker than the expected limits.

7 Summary

Using a sample of 19.4 fb�1 collected in p-p collisions at
p

s = 8 TeV by the CMS experiment, we
have searched for pp ! W±gg production in the µ±ngg final state and pp ! Zgg production
in the `+`�gg final state. In the W±gg signal region with pg

T > 25 GeV, we observe 108 events
with an expected background of 77 ± 12 events. In the Zgg signal region with pg

T > 15 GeV
we observe 258 events with a predicted background of 130 ± 12 events. The observed yields
and kinematic distributions are consistent with the SM prediction, with a significance over
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Theoryσ / ExpσCross Section Ratio  
0.5 1 1.5 2 2.5

    
γγZ  0.14 (syst)±X 0.10 (stat)±X0.98

    
)µ (γγW  0.46 (syst)±X 0.37 (stat)±X1.26

 (8 TeV)-119.4 fbCMS  Preliminary

Conclusion

16

• Fiducial cross sections for W𝜸𝜸 and Z𝜸𝜸 are measured and found to be 
consistent with the SM predictions. 

• With W𝜸𝜸 (µ) events limits are set on EFT couplings, in particular the fT0 
coupling: 

• For the future: Approval of the W𝜸𝜸 electron channel.  Also dimension-8 EFTs 
can introduce forbidden, neutral quartic gauge couplings.  Set limits with Z𝜸𝜸.

Limits ATLAS W�� CMS W�� (µ) CMS WV �

Observed 16 < fT0

⇤4 <16 �38 < fT0

⇤4 < 38 �25 < fT0

⇤4 < 24

Expected 22 < fT0

⇤4 < 22 �31 < fT0

⇤4 < 31 �27 < fT0

⇤4 < 27
V is W or Z
Expected: �30.5 < fT0 < 31.1
Observed: �37.5 < fT0 < 38.1

1

Limits ATLAS W�� CMS W�� (µ) CMS WV �

Observed 16 < fT0

⇤4 <16 �38 < fT0

⇤4 < 38 �25 < fT0

⇤4 < 24

Expected 22 < fT0

⇤4 < 22 �31 < fT0

⇤4 < 31 �27 < fT0

⇤4 < 27
V is W or Z
Expected: �30.5 < fT0 < 31.1
Observed: �37.5 < fT0 < 38.1

1



Christopher Anelli 

More Information

17
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1D Template Example

18

Most important background in the analysis if from jets misidentified as photons.  The 
background is estimated using a data-driven, template method. 

/ 34Josh Kunkle — University of Maryland

W

! !
Jet fake Estimate

• Fit !iηiη templates for Real and Fake photons to the data 
with the photon !iηiη cut removed 

• A peek at the templates suggests a significant simplification

4

Muon Channel, 25 < pT < 40 – Results EB-EB
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E�ciency Matrix
Templates

Region RF FR FF
TL 0.47 0.02 0.29
LT 0.01 0.37 0.20
LL 0.01 0.01 0.18

Fit Results
Predicted counts

Reg Data RF FR FF
TL 56.00 21± 12 0.6± 0.5 31± 8
LT 32.00 0.3± 0.2 9± 8 22± 6
LL 20.00 0.3± 0.1 0.4± 0.3 19± 5
TT 151.00 23± 13 15± 14 35± 9
Total Pred. 73± 17

Josh Kunkle (UMD) WggCoreDump June 10, 2014 258 / 869

No p
T

cuts – EB Templates
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0.005 0.01 0.015

real template
fake template

1) The real photon template 
is negligible at large !iηiη → 
the normalization of the fake 
template is dominated by 
data at large !iηiη 

2) Statistics in data are not 
sufficient to describe more 
than a coarse shape
Therefore, use only 2 bins in 
!iηiη giving a simple, 4 bin fit

𝜀L
F 

𝜀T
F 

𝜀L
R 𝜀T

R 

1D Template Example, Estimating W𝜸 background using σiηiη  as the discriminating variable:

Tight Loose

NT 
Signal 
Region

NL 
Sideband 
Region

✓
NT
NL

◆
=

✓
eT

R eT
F

eL
R eL

F

◆✓
aR
aF

◆

Photon σiηiη 

Count events in signal region, Tight 
(pass σiηiη) and sideband region, Loose 
(σiηiη cut inverted).

Tight Loose

Linear equations relate regions 
to the template efficiencies and 
normalizations

Processes

Two processes of unknown 
normalization:

W𝜸  process, real photons 

Normalization 𝛂R

W+jets process, fake photons 
Normalization 𝛂F

Invert matrix to solve for normalizations

real template 
from MC

fake template 
from CR

Estimate Background

NT = 𝜀RT𝛂R + 𝜀FT𝛂F 

NL = 𝜀RL𝛂R + 𝜀FL𝛂F 

Regions Templates

Nbkgd = ✏TF↵F

Nbkgd = ✏TT
RF↵RF + ✏TT

RF↵FR + ✏TT
FF↵FF

1
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Object Selection
As closely as possible, our analysis cuts match the definition of the Fiducial 
Region (have highlighted kinematic extrapolations).  

19

PhotonsMuonsElectrons ✦ Medium Photon ID 

✦ PF Photon 

✦ H/E < 0.05 

✦ Barrel (Endcap) 

✦ σiηiη  < 0.011 (0.033) 

✦ Charged Hadron Isolation 
< 1.5 (1.2) 

✦ Neutral Hadron Isolation 
< 1.0 (1.5)+ 0.04*pT                

✦ Photon Isolation                
< 0.7 (1.0) + 0.005*pT  

✦ Overlap Removal 

✦ Δ∆R(ℓ ,𝜸 ) < 0.4            

✦ pT > 15 GeV 

✦ |η | < 2.5  

✦ No Endcap Endcap 𝜸’s

✦ Tight Muon ID 

✦ Global and PF Muon 

✦ Global Track Fit 𝝌2 < 10  

✦ 1+ hit in Muon Chamber 

✦  Muon segs. in 2 + stations 

✦ d0 < 0.2 

✦ z0 < 0.5 

✦ 1+ Pixel hits on ID Track 

✦ 5+  track layers on ID Track 

✦ PF Isolation 

✦ pT > 25 GeV 

✦ |η | < 2.1

✦ MVA Electron ID 

✦ |η| < 0.8  : MVA > 0.94 

✦  0.8 < |η| < 1.48 : MVA > 0.85 

✦ 0.148 < |η| < 2.5 : MVA > 0.92 

✦ pfIso / pT < 0.15 

✦ No Missed Hits on Track 

✦ Conversion Veto 

✦ Overlap Removal 

✦ Δ∆R(e,µ) < 0.4 

✦ pT > 30 GeV 

✦ |η | < 2.4

https://twiki.cern.ch/twiki/bin/
viewauth/CMS/
MultivariateElectronIdentification

10 4 Event Reconstruction and Object Selection

jets, a multivariate (MVA) classifier is used. The classifier is trained on the electron superclus-231

ter width, the ratio of hadronic energy to electromagnetic energy, particle flow based isolation,232

and track quality variables. A separate training is used for electrons that pass the trigger and233

for those that do not to account for cuts applied at the trigger level for triggered electrons.234

Selected electrons must pass a cut on the MVA discriminator that is approximately 80% efficient235

for real electrons. The electron transverse momentum must be at least 30 GeV so that its trigger236

efficiency is on the plateau. The electron must also have |h| < 2.5 to be within the acceptance237

of the EM calorimeter. The analysis is not strongly dependent of the electron energy resolution,238

and gains from acceptance, so electrons that fall within the transition period between the barrel239

and endcap calorimeters are kept.240

The efficiency for electrons to pass the above selection is determined using the tag and probe241

method on Z boson decays. The efficiency is determined for simulation using the nominal Z242

boson Monte Carlo sample. Efficiencies are determined as a function of the electron transverse243

momentum and pseudorapidity and separately for electrons that fire the trigger and pass the244

triggered electron MVA and for electrons that pass the nominal MVA. The ratio between the245

data and MC efficiencies gives scale factors to correct the efficiencies in simulation to those in246

data. The scale factors are applied to the simulation based background estimate and to correct247

the reconstruction efficiency determined from the signal simulation.248

4.3 Muon Reconstruction and Selection249

Muon candidates selected for analysis are identified as a subset of muons that are reconstructed250

by the Particle Flow algorithm [18, 19]. The Particle Flow algorithm uses two muon reconstruc-251

tions, one that performs an “out-in” search from the muon system to the corresponding inner252

track and then refits the global track call the “Global Muon” reconstruction. The other, “tracker253

muon”, reconstruction uses tracks from the inner detector extrapolated to the muon system to254

search for matched muon segments without refitting the track. The results of both reconstruc-255

tions are used to then identify muons in the context of the whole detector’s response.256

The muons identified by PF are selected as follows for analysis:257

• Muon is identified by the global muon algorithm and tagged by particle flow;258

• The muon global track normalized c2 is less than 10;259

• The number of valid muon hits on the track is larger than 0;260

• The number of muon stations with a matched segment is larger than 1;261

• The transverse impact parameter of the inner detector track is less than 2mm from262

the chosen primary vertex;263

• The longitudinal impact parameter of the inner detector track is less than 5mm from264

the chosen primary vertex;265

• The number of inner detector layers with a valid measurement is larger than 5.266

The muons are then further selected by applying Db Particle Flow based isolation2, using the267

charged hadrons from pileup to infer the total amount of pileup energy from neutrals in the268

isolation region of size DR = 0.4. This isolation is defined as:269

RelIsoPF =
ICH + max(0, INH + Ig � Db ⇤ ICH-PU)

pmuon
t

, (5)

2https://twiki.cern.ch/twiki/bin/view/CMSPublic/SWGuideMuonId

https://twiki.cern.ch/twiki/bin/view/
CMSPublic/SWGuideMuonId

https://twiki.cern.ch/twiki/bin/viewauth/
CMS/CutBasedPhotonID2012
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Negligible Backgrounds

20

Negligible backgrounds includes: jets faking a leptons, photons faking leptons, and multiple 
collisions (no vertex associated with the photon)

Dimension-8 Theory Coupling Strength Range Step Size Generated Events
LT,0 & LT,1 & LT,2 �50 ⇥ 10�12 : 50 ⇥ 10�12 5 ⇥ 10�12 119,875

LM,0 & LM,1 �5000 ⇥ 10�12 : 5000 ⇥ 10�12 500 ⇥ 10�12 120,665
LM,2 & LM,3 �1000 ⇥ 10�12 : 1000 ⇥ 10�12 100 ⇥ 10�12 120,665

Table 6.3: The range and step sizes for Anomalous Quartic Couplings generated.
Produced using the MadGraph Reweighing tool.

6.1.2.2 aQGC Samples1055

For the dimension-8 e↵ective field theories a LO datasets is specially made,1056

making use of the MadGraph reweighing tool (Section 5.4). Two MadGraph1057

UFO files model the LT012 and LM0123 dimension-8 e↵ective field theories (See 2.4.1).1058

Reweightings are generated over a range of coupling strengths in standard step sizes,1059

additional reweightings are calculated near 0. Coupling range, step size, and the1060

number of events generated are listed in Table 6.3.1061

6.1.2.3 Background Samples1062

MC samples are also used for background estimation. The background samples1063

are listed in Table 6.2, and full details of the background estimation can be found in1064

Section 6.3. Additional backgrond samples were studied for estimating the jet fake1065

background. However, they were a poor match to the data in control regions, and1066

instead data driven methods were used.1067

55

Wnew = |Mnew|2/|Mold|2 ⇤ Wold . (4)

MadGraph is used to simulate the Effective Field Theories.  Use Reweighting Method.

For the analysis, generate a range of coupling strengths for each EFT.

MadGraph Reweighting

Likelihood
For likelihood, observed number of events follows a Poisson distribution.    Product over 
channels and detector regions.

�NLL(µ) = �NLL(µ̂) +
@�NLL((µ̂)

@µ

(µ� µ̂) +
1

2
· @

2�NLL((µ̂)

@µ

2
(µ� µ̂)2...

The first two terms are 0! so for the one bin case it can be worked out that:

�NLL(µ) ⇠ s

2
1

x1
· (u� µ̂) < 3.84

It is quadratic so there will be two solutions, one will be the upper-bound
the other will be the lower-bound. For aQGC’s, the effect is always an increase
compared to the SM, so µ is strictly greater than or equal to 1. If the lower-
bound on µ > 1 this means that the SM is outside our 95% confidence level.

For the Muon EBEB case:
x

i

= 25
s

i

= 7.9
b

i

= 5.7
Calculations:
µ̂ = 25�5.7

7.9 = 2.4
7.92

25
· (u� 2.4)2 < 3.84

1.3 < u < 3.5

For this scenario, the SM is outside our limits.

Additional Notes:
To make the explanation simpler, I have glossed over the aQGC couplings.

It should be noted that the couplings can be positive or negative. In general
the distribution is pretty close to symmetric, so µ maps to ±f

qgc

.

More importantly, the mapping from µ tof
qgc

is different for each bin, and
depends very strongly on photon-location. When the limits are set on f

qgc

, we
account for this. In practice, it means that the constraints set by the EBEB
bins are much more important than the others.

Additional Equations

L(f) =
nbinsY

i=1

Pois(x
i

|µ(f) · s
i

(✓) + b

i

(✓))⇥ P

n

(✓)

3

Observed Events aQGC/SM ratio Nuisance Parameters

SM signal Estimated Background
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Other Triboson Measurements
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Limits ATLAS W�� CMS W�� (µ) CMS WV �

Observed 16 < fT0

⇤4 <16 �38 < fT0

⇤4 < 38 �25 < fT0

⇤4 < 24

Expected 22 < fT0

⇤4 < 22 �31 < fT0

⇤4 < 31 �27 < fT0

⇤4 < 27

1

An 8TeV W𝜸𝜸 measurement is also carried out by ATLAS (http://arxiv.org/abs/1503.03243), and an 
8TeV WV𝜸 measurement, V can be a W or Z, by CMS (http://arxiv.org/abs/1404.4619).  

• Cannot directly compare two fiducial cross-section measurements (especially for final 
states containing photons) without considering the different fiducial definitions. 

• ATLAS measures a W𝜸𝜸 inclusive (jets) fiducial cross section 1.9σ above their SM 
prediction. 

• CMS sets a 95% CL upper limit on the WV𝜸 cross section that is a factor of 3.4 above 
their SM prediction. 

• Comparison of the observed and expected limits on the fT0 EFT coupling:
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Other Dimension-8 EFT Limits
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Public CMS results for the limits on the fM,i and fT,i  couplings.  In addition to triboson 
measurements limits are also set by measurements of vector boson scattering (VBS).

Dimension 8 fT,iDimension 8 fM,i


