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Outline

● ADC Recommendations/Guidelines
● AGIS
● Memory Requirements
● cgroups
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ADC Recommendations for Sites

https://twiki.cern.ch/twiki/bin/view/AtlasComputing/SitesSetupAndConfiguration

https://twiki.cern.ch/twiki/bin/view/AtlasComputing/SitesSetupAndConfiguration
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AGIS (I)
(“ATLAS Grid Information System”)

atlas-agis.cern.ch/agis/

http://atlas-agis.cern.ch/agis/
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AGIS (II)
(“ATLAS Grid Information System”)

atlas-agis.cern.ch/agis/

➢ Of recent interest: setting values for 
minrss, maxrss

➢ maxrss: default value should be the value 
of RAM per single core

➢ This value can then be “overridden” per 
physical queue in AGIS 

➢ Used by PanDA brokerage to match 
jobs/tasks to sites  

http://atlas-agis.cern.ch/agis/
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Memory Requirements (I)

➢ One version of the ATLAS statement:
“At least 2 GB of RAM, but 3-4 GB would be 
beneficial”

➢ Most sites are probably a mix of hardware 
➢ Can setup “himem” PanDA queues to support 
jobs/tasks with higher memory requirements

● Allows PanDA to match jobs that require more 
memory efficiently 
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Memory Requirements (II)

➢ Currently these PanDA queues are enabled:

AGLT2_LMEM, BNL_PROD_MCOREHIMEM*,
BU_ATLAS_Tier2_LMEM, MWT2_HIMEM, 
MWT2_HIMEM_MCORE, SLACXRD_LMEM
(*generally set to 'brokeroff' – jobs assigned by GDM)

➢ maxrss, minrss varies among the sites 
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maxrss – single core/himem
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maxrss – single core/himem
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himem usage
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maxrss – multicore
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Linux cgroups (I)
(“control groups”)

➢ Kernel-level control over resource usage by 
processes

➢ Recommended by ATLAS for site configuration
➢ Most batch systems have support for cgroups 
(Torque/Maui?)
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Linux cgroups (II)
(“control groups”)

➢ US sites already using cgroups:
● AGLT2 (deployed 12/14)
● MWT2 (deployed 2/15 - notes)
● SLAC (notes)
● SWT2 (OSCER)

➢ Not yet:
● SWT2 (UTA, OCHEP), NET2 (notes)

http://www-hep.uta.edu/~sosebee/OSG-All-Hands/cgroups-MWT2-March2016.pdf
http://www-hep.uta.edu/~sosebee/OSG-All-Hands/cgroups-SLAC-March2016.pdf
http://www-hep.uta.edu/~sosebee/OSG-All-Hands/cgroups-NET2-March2016.pdf
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Sites Jamboree/
Software & Computing Week

More info available in these talks/meetings:
➢ Jamboree:

● Alessandra Forti's talk
● Rob's talk (US report)
● Shifts & Communication w/sites

➢ S&C Week:
● Jamboree summary

https://indico.cern.ch/event/440821/session/1/contribution/6/attachments/1218528/1780730/20150127_sites_config.pdf
https://indico.cern.ch/event/440821/session/1/contribution/5/attachments/1217052/1780335/US_ATLAS_Computing_Facilities_Sites_Jamboree_1.pdf
https://indico.cern.ch/event/440821/contribution/15/attachments/1219719/1782623/j20160129.pdf
https://indico.cern.ch/event/503575/session/10/contribution/27/attachments/1236303/1815446/20160301_atlas_sw_week.pdf
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