
  

BNL Tier1 Report
● Worker nodes

– Tier 1: added 88 Dell R430 nodes
– Tier 3: added 11 Dell R430 nodes 

● Easy Condor Quota Gui 
● dCache Storage

– DDN will be retired
– Hitachi G400 will be added
– Replication of data have been enabled for certain storage.

● Transparent to users 
– NFS4.1 enabled using different NFS door

● Newer kernel on clients
● New dCache version and change in the configuration

● Tier 3
– Currently about 70 users with condor queues and storage space.

● Ceph
● HPSS Tape



  

Condor Group Quota Web Gui
https://github.com/fubarwrangler/group-quota
By William Strecker Kellogg 

https://github.com/fubarwrangler/group-quota


  

Condor Group Quota Web Gui

Queue OverflowQuota

Easy Edit



  

Condor Group Quota Web Gui

Name
Slider



  

Tier 3 Setup
● Separate Condor queues

– User belongs to an institution
– Each institution has own group.

● Separate Storage
– dCache

● Part of production dCache
● Own 5TB space
● Write once
● Access by https (browser), Webdav, XRoot,  NFS 

4.1/PNFS, gridftp, srm.  
– GPFS

● Own space 
● NX Desktop

– Remote desktop 
– Mac, Widows, Linux, Android supported



  

Tier 3 Condor groups

Each institution has own group with easily adjustable quota.
The group quota can overflow to the parent quota.



  

Tier 3 Condor groups

Group quota can be easily adjusted by Web Gui.



  

Storage download tool
● Deficiency of current rucio download.

– Client host becomes proxy between the source and destination
– Transfers are not controlled.  Many simultaneous requests are DoS 

to source storage.
– No catalogs or other management tools.

● New tool
– Use Rucio and FTS RESTful APIs.
– Use FTS for transfers
– Provides local personal catalog in sqlite3 db.
– Retry many sources.  Retry is not automatic.  It will use different 

source by retry. 
– Provides tools to delete

● It can be used for any other FTS aware storage.
– DDM endpoint is not necessary.
– It can easily use better Database. (eg. MySQL, Postgres, etc...)
– Retry can be automated.



  

NX Desktop
●Gnome, KDE, XDM desktop are supported.
●It provides the persistent work environment.

● Network outage will not terminate your desktop.   



  

Ceph Usage at BNL
By Alexander Zaytsev



  

Current Ceph Setup



  

Ceph S3 network traffic

Some activities in the recent weeks



  

Ceph Project

● Monthly Ceph Meeting
– Share working knowledge.
– The first meeting among CERN, BNL and RAL
– Plan to expand a bit for other sites in WLCG

●  Ceph Day during the next ATLAS Computing and Software workshop
– http://www.eventbrite.com/e/ceph-day-switzerland-tickets-

17342577115
● BNL

– XRootd Cache over Ceph FS.
● Data cache by ATLAS
● Use of FRM

– Ceph as front end to HPSS tape system.



  

Ceph Project

● Monthly Ceph Meeting
– Share working knowledge.
– The first meeting among CERN, BNL and RAL
– Plan to expand a bit for other sites in WLCG

●  Ceph Day during the next ATLAS Computing and Software workshop
– http://www.eventbrite.com/e/ceph-day-switzerland-tickets-

17342577115
● BNL

– XRootd Cache over Ceph FS.
● Data cache by ATLAS
● Use of FRM

– Ceph as front end to HPSS tape system.



  

HPSS Performance Monitor 

●The fraction of 
tape drives 
used for 
reading from 
and writing to 
tape can be 
adjusted.
●Over 20 tape 
drives
●Performance 
varies with 
size of files.

By David Yu



  

Data Size Distribution in HPSS TAPE 

ATLAS use of TAPE is dominated by small files.
The small files are not as efficient as the large ones in TAPE system.

Small files

Write

Read
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