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CPU Capacity

WT2 site report - OSG AHM 2016 @ Clemson University

 22 newly purchased CPU nodes. Each 24 physics cores / 48 logical cores

 Will run OpenStack VMs

o OpenStack RDO Kilo on Cent OS 7

o Bare metal host: Dell M630 48-core/128GB, 10Gbps

o 8-core 20GB VMs

o 16-core 40GB VMs
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CPU Capacity, Benchmark on VMs

WT2 site report - OSG AHM 2016 @ Clemson University

HEP Spec 2006 meansurement

Will also use real ATLAS jobs to compare performance/overhead
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Storage Capacity

WT2 site report - OSG AHM 2016 @ Clemson University

 Multi-Tier Storage Managed by Xrootd

 Total Capacity ~ 3980TB 

 Of which ~1000TB Shinglet Maganetic Recording Drives

» 168x 8TB Seagate SMR drives in 2 trays (and 2 hosts)

» Self Managed Drive. Appear as normal drives to HBA but with very 
different performance characteristics

• Normal reading performance

• Good for burst sequence writing.

• File systems that know the internal of SMR are still under development

 12TB SSD array for Cache performance studying

 Xrootd file block level cache:

» 2x 1TB on borrowed host. 
• Good for software test. Not big enough to function as a cache.

» Ordering new hardware: See Andy’s talk for hardware detail

» Analysis jobs on half of the batch nodes will use this cache. The 
other half will not.

• Will use Analytics to studying the performance difference



5

Storage Capacity, SMR storage

WT2 site report - OSG AHM 2016 @ Clemson University

 SMR storage: 
» Do as good as we can based on our understanding of SMR technology:

• Store only large, old (untouched) data, single writing stream

» 8+2 RAID 6 (x16)

» XFS File system

» allocation size = 512MB

• 512/8=64MB > Seagate SMR drive’s band/zone size

Sequence write

of 100GB files

RAM caching      Write to 2 file systems      write to 1 FS
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Infrastructure:

WT2 site report - OSG AHM 2016 @ Clemson University

 Shared Batch Farm

» Use LSF fair share to manage priority. ATLAS ~ 30%

» Batch nodes older than 5 yr will be “confiscated”
• Policy is under discussion. Fair share removed. 

• Computer Center will run it as long possible

 Free power/cooling/rack space/basic network

» Each node (of any type) get 1x 10Gbps free.

» Addition switch port cost money

 Also free OS installation/maintenance/cyber security

 Multiple 40Gbps backbone LAN

 100Gbps WAN
» Dedicated DTN for ATLAS GridFTP (20 Gbps)

» Shared DTN for FAX (20 Gbps)

» Batch nodes with outbound TCP connection

 OSG 3.3 with HTCondor CE

» Dynamic allocation for S-core, M-core, High Memory, Analysis jobs
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