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Space Tokens 
Centrally managed endpoints 

DATADISK 
DATATAPE 
GROUPDISK 
 SCRATCHDISK 

Locally managed endpoints 
USERDISK 
LOCALGROUPDISK 

Space allocation for any endpoint is not static and can 
be adjusted according to the space usage patterns at 
the particular location and time  
What are general trends, things to follow and 
adjustements to do    
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Space Token Management 
DATADISK – regular cleanup when free space gets low. Only 
“secondary” type of datasets are triggered for deletion. Within 
those datasets the deletion is done taking into account the 
access time – less popular datasets first. Cleanup thresholds: 

forT2-s cleanup is triggered when free space <10%, with target >15% 
for T1 cleanup is triggered when free space <500 TB, with target >750TB   

SCRATCHDISK – cleanup is triggered when free space is <50%. 
The oldest replicas are selected for deletion (older than 15 days). 
Target free space >55% . 
GROUPDISK – cleanup defined by the group responsible person  
USERDISK – cleanup is done in average monthly, targeting 
datasets older than 2-3 months, usually depending how heavy 
the tokens are used. 
LOCALGROUPDISK – monitoring and management is done by a 
dedicated tool (details later). 
Daily monitoring of the space tokens to detect issues which may 
need any follow-up intervention, cleanup, adjustment of 
allocations, etc. 
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Status of DATADISK, GROUPDISK 
DATADISK usage/allocations at US sites      

 

GROUPDISK usage/allocations/quotas at US sites      
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Status of USERDISK, LOCALGROUPDISK 

USERDISK usage/allocations at US sites      

 

LOCALGROUPDISK usage/allocations at US sites      
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T1 DATADISK Cache Space 
BNL DATADISK usage/allocations, primary/secondary      
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T2 DATADISKs Cache Space 
US T2 DATADISKs usage/allocations, primary/secondary      
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DATADISK Space Evolution 
DATADISK usage/allocations by site over the past year      
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Storage Rebalancing 
To prevent situations when particular T1 is getting full and there 
is not much secondary data to free the needed space     

Right now fully manual operation to make that space  

Decide which datatype/project/etc can be moved elsewhere, 
where storage is not as tight, copy to the new location, purge 
from the old location  

Goal is to move from manual to somewhat semi-automatic and 
converge to something fully-automatic over time 

 Decisions and steps: 
Which RSE and how much space need to be rebalanced 

Data groupping by datatype/project/etc, lifetime, dataset state (not open, or 
transient), account (panda, ddmadmin, root), number of rules, popularity, …  

Single destination RSE or spread the data, reliability of the RSE, networking, 
level of space availability, not to create a potential for need of rebalancing in 
the destination RSE, … 

Monitoring of the transfers, rules  
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R2D2 – Data Transfer Request 

R2D2 is replacement of DaTRI. Access from Rucio UI. Quite 
user friendly interface: https://rucio-ui.cern.ch/r2d2/request 

Still ongoing development of some functionalities, as well as the 
R2D2 UI. 

Discussions with rucio developers, sharing our experience with 
DaTRI, to implement the features we find important. 

Some of the important issues were addressed in the release 
Rucio 1.4.0 “The Donkey strikes back”, which was out last week  

The RSEs of interest LOCALGROUPDISK, USERDISK, 
SCRATCHDISK  
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R2D2 – current status/attributes 
Quotas per RSE/user at the start by default were set quite high, 
at the 50-95% level. It may crush the RSE if used irresponsibly 
by any user. The quotas need to be tuned.     

Manual-approval is suggested when above quota! 

Approver list attribute is implemented now. No more mass emails 
to all US admins asking to approve a transfer.  

Auto-approval below a threshold functionality implemented and 
was already set at 0.5TB (the same value as with DaTRI). 

Feature of listing and approving requests from the R2D2 UI is 
now available. 

Bulk approval is still not possible, unless it was a pattern request 
and was put into an “R2D2 request” container. 

Some of the attribute changes at the moment are possible with 
line commands, but not yet from R2D2 UI. Will be with future 
releases. 
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Dumps 
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Consistency Checks 
The main goal is to identify dark data at each RSE, as well as 
files missing in the storage side (lost files).   

Comparing the storage dumps per RSE, generated by site 
admins at a monthly basis, with the Rucio dumps 

The tool is called rucio-auditor, which eventually must run at fully 
automated mode 

The tool must give the list of suspicious files per RSE 

The cleanup will be done as well  

Right now the software for the automated mode is not ready yet   

The person who was following this up has left. No replacement 
yet.  

Suggestion from us to run it at least once at the manual mode, to 
get rid of the existing dark data, which we accumulated over 
some period of time. No urgency to run the check monthly, but 
one manual run will definitely help …   
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LOCALGROUPDISK Management 

For LOCALGROUPDISK management at US sites – monitoring of data 
per user/site and cleanup of the obsolete data   
Space usage below a threshold (currently 10TB per user per T1/T2 site, 
or 30TB per user summed over all sites) will be approved automatically. 
Larger requests will be routed via the US Operations Team, and if 
necessary to the RAC. 
https://atlas-lgdm.cern.ch/LocalGroupDisk_Usage/index.html 
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LOCALGROUPDISK pages - USER 

See the next page 
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LOCALGROUPDISK Pages - USER   



Armen Vartapetian US ATLAS Distributed Facilities Workshop                    March 14, 2016 17 

LOCALGROUPDISK Pages - RAC  

For more information on policy and useful links check the HELP tab. 
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