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Will discuss 3 “The Effective Theories” of WIMP 
dark matter

• heavy WIMP expansion

• heavy mediator expansion

• low velocity expansion

and the relation between 3 aspects of Neutrino Physics

• neutrino models

• cross sections (particle physics)

• cross sections (nuclear physics)

R. Hill                                                                                                                              2016 Aspen Winter Conference

cf. talks of S. Pascoli, 
M. Messier, 

K Heeger, …
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Two questions that I hope this talk will help introduce 
and address:

• What can the particle theorist do about 
neutrino cross sections at ~GeV energies?

• interesting and solvable problems 

• new tools, techniques and experimental handles 
available

Will see:

• Isn’t this messy/nuclear physics?

Need to go where the physics takes us.  Nobody said 
that probing high scales was going to be easy
R. Hill                                                                                                                              2016 Aspen Winter Conference
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• heavy WIMP expansion

• heavy mediator expansion

• low velocity expansion

Part 1:
The “The Effective Theories” of WIMP dark matter

R. Hill                                                                                                                              2016 Aspen Winter Conference
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experimental status 
and outlook: 

talk of R. Lang
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• heavy WIMP expansion

• heavy mediator expansion

• low velocity expansion

The “The Effective Theories” of WIMP dark matter
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DM EFT 1: Heavy WIMP expansion

• Present null results may point to ≳ TeV 
WIMP mass

• This regime has important challenges and 
simplifications

Take as basic WIMP: SU(3) x SU(2) x U(1)

1 3 0

Many results independent of WIMP spin, and elementary vs. 
composite nature of WIMP (e.g. wino, composite scalar, … ) 

spin

s

R. Hill                                                                                                                              2016 Aspen Winter Conference
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x x

...

W,Z,...

nucleon

basic problem in SM physics: scattering of nucleon from 
SU(2)xU(1) source

nucleon

FB!D(v0 = v) = 1 + . . .

�(�N ! �N) =?

- hydrogen/deuterium spectroscopy 

- heavy meson B/B* transitions 

- DM interactions

En(H) = �1

2
me(Z↵)2 + . . . (meZ↵) ⌧ me

⇤QCD ⌧ mb,c

mW ⌧ m�

Many manifestations of heavy particle symmetry: 

Direct detection

R. Hill                                                                                                                              2016 Aspen Winter Conference
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Benchmarks: large mass, low velocity limit

(3,0) of SU(2)xU(1)

(2,1/2) of SU(2)xU(1)
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FIG. 2: SI cross sections for low-velocity scattering on
the proton as a function of mh, for the pure cases indi-
cated. Here and in the plots below, dark (light) bands
represent 1� uncertainty from pQCD (hadronic inputs).
The vertical band indicates the physical value of mh.

tainty from pQCD (hadronic inputs). Subleading cor-
rections in ratiosmb/mW and ⇤QCD/mc are expected
to be within this error budget. Stronger cancellation
between spin-0 and spin-2 amplitudes in the doublet
case implies a smaller cross section,

�D
SI . 10�48 cm2 (95%C.L.) . (5)

We may also evaluate matrix elements in the nf =
4 flavor theory. Figure 3 shows the results as a func-
tion of the charm scalar matrix element. Cancella-
tion for the doublet is strongest near matrix element
values estimated from pQCD. Direct determination
of this matrix element could make the di↵erence be-
tween a prediction and an upper bound for this (al-
beit small) cross section.

Previous computations of WIMP-nucleon scatter-
ing have focused on a di↵erent mass regime where
other degrees of freedom are relevant [14], or have

neglected the contribution c(2)g from spin-2 gluon op-
erators [2]. For pure states, this would lead to an
O(20%) shift in the spin-2 amplitude [25], with an
underestimation of the perturbative uncertainty by
O(70%). Due to amplitude cancellations, the result-
ing e↵ect on the cross sections in Fig. 2 ranges from
a factor of a few to an order of magnitude.

Mixed-state cross sections. Mixing with an ad-
ditional heavy electroweak multiplet (of mass M 0)
can allow for tree-level Higgs exchange, but with
coupling that may be suppressed by the mass split-
ting � ⌘ (M 0 � M)/2. We systematically analyze
the resulting interplay of mass-suppressed and loop-
suppressed contributions through an EFT analysis in
the regime mW , |�| ⌧ M,M 0.

Consider a mixture of Majorana SU(2)W singlet
of Y = 0 and Dirac SU(2)W doublet of Y = 1

2 , with

had
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FIG. 3: SI cross sections for low-velocity scattering on
the proton, evaluated in the nf = 4 flavor theory as a
function of the charm scalar matrix element, for the pure
cases indicated. The pink region corresponds to charm
content estimated from pQCD [9]. The region between
orange (black) dashed lines correspond to direct lattice
determinations in [12] ([13]).

respective masses MS and MD. The heavy-particle
lagrangian is given by (1), where hv = (hS , hD1 , hD2)
is a quintuplet of self-conjugate fields. The gauge
couplings are given in terms of Pauli matrices ⌧a,

T a =

0

B@
0 · ·
· ⌧a

4
�i⌧a

4

· i⌧a

4
⌧a

4

1

CA� c.c. , Y =

0

B@
0 · ·
· 02

�i12
2

· i12
2 02

1

CA . (6)

The couplings to the Higgs field and residual mass
matrix are respectively given by

f(H) =
g21p

2

0

B@
0 HT iHT

H 02 02

iH 02 02

1

CA+

"
iH ! H

1 ! 2

#
+ h.c. ,

�m = diag(MS ,MD14)�Mref15 , (7)

where Mref is a reference mass that may be conve-
niently chosen. Upon accounting for masses induced
by EWSB, we may present the lagrangian in terms of
mass eigenstate fields and derive the complete set of
heavy-particle Feynman rules; e.g., the Higgs-WIMP
vertex is given by ig22/

p
2 + (�/2mW )2 �̄v�vh0

with  ⌘
p
2
1 + 2

2 and � ⌘ (MS�MD)/2. We may
also consider a mixture of Majorana SU(2)W triplet
of Y = 0 and Dirac SU(2)W doublet of Y = 1

2 . Ex-
plicit details for the construction of the EFT for these
heavy admixtures can be found in [4].
Upon performing weak-scale matching [4] and map-

ping to a low-energy theory for evaluation of matrix
elements [5], we obtain the results pictured in Fig. 4.
For weakly coupled WIMPs, we consider  . 1. The
presence of a scale separation M,M 0 � mW , im-
plies that the partner state contributes at leading

mHiggs(GeV)

�
sp

in
.i
n
d
ep

.

R. Hill, M. Solon (2014)

- bino/wino, bino/higgsino admixtures
- bino/sfermion admixtures
- 1/M power corrections

Berlin, Robertson, Solon, Zurek 1511.05964

Hill, Solon 1309.4092, 1401.3339, 1409.8290

C.-Y. Chen, A. Wijangco …

R. Hill                                                                                                                              2016 Aspen Winter Conference

(backup slide)

Suppressed versus dimensional estimate (~10-45cm2)
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Strong motivation for pushing to neutrino floor at TeV mass
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Indirect detection

Recall basic WIMP: 
SU(3) x SU(2) x U(1)

1 3 0

spin

swhere the factors
p

2E for each external particle convert to nonrelativistic state normalization (de-

noted by subscript “NR”), and we have introduced the reduced amplitude, M
⇣

[��]i ! �(✏)�(✏0)
⌘

=

✏⇤ · ✏0⇤M
⇣

[��]i ! ��
⌘

. Identifying DiscM = 2iAbsM,5 gives the field theory side of the matching

condition.

Figure 2: Diagrams contributing to hard scale matching for neutral WIMPs. Wavy lines are photons,
zigzag lines are W± bosons.

For neutral WIMP annihilation, the relevant amputated loop diagrams are shown in Fig. 2.

Considering kinematics at both the neutral and charged WIMP thresholds, we have
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where C
potential

depends on whether the matrix element is evaluated at the neutral or charged WIMP

threshold:

C
potential

=

8

<

:

16⇡M
mW+

p
2M�

for (p + p0)2 = 4M2

0

16⇡Mp
2M�

arctan
⇣p

2M�
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for (p + p0)2 = 4M2

±
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We have here ignored higher order corrections involving the mass splitting (cf. (22) below). For

5For a single channel, the absorptive part is identified with the imaginary part, AbsM ⌘ ImM.
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Figure 3: Diagrams contributing to matching for charged WIMPs. Wavy lines are photons, zigzag
lines are W± bosons, and the inclusion of diagrams where internal photon lines are replaced by Z0

boson lines is implied.

charged WIMP annihilation, the process has a tree level contribution. Including the tree vertex with

counterterms, together with the loop diagrams of Fig. 3,
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The renormalization constant Z�
2

is inherited from the electroweak symmetric Lagrangian (2) and

ZW
1

, ZW
2

are field and coupling renormalization factors for the SU(2) gauge field [77].6

Let us briefly review the renormalization for the scalar triplet. The 1PI two point functions for

6Following the conventions of [77], bare Lagrangian fields and parameters are given by (W a
µ )

bare = (ZW
2 )1/2W a

µ ,

gbare2 = ZW
1 (ZW

2 )�3/2g2.
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Sudakov 
suppression
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Photon line signal for heavy WIMP annihilation: 
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Figure 4: Sommerfeld enhanced annihilation cross sections for two fixed order approximations. The
blue dotted curve truncates the w factors at O(↵2), while the green dashed line is the one-loop result
including O(↵3) contributions in w± and w±00

and the first non-vanishing O(↵4) contribution in w
00

.
Note that for M & 6 TeV, the one-loop cross section becomes negative due to the presence of a large
Sudakov logarithm with a negative coe�cient. For illustration we include the orange dot-dashed line
which gives the naive cross section computed from w

00

neglecting wave function enhancements. In
this plot v = 10�3 and � = 0.17 GeV.

3.5 Fixed Order Results

Armed with the Sommerfeld matrix sij , and the elements of the W matrix given in (32), we are in

a position to compute the dark matter annihilation cross section to line photons at both tree-level

(by simply truncating the ↵ expansion in (32)) and one loop. The results of these two calculations

are shown in Fig. 4, where we have taken � = 0.17 GeV and the relative velocity v = 10�3 for the

numerical evaluation of the Sommerfeld enhancement. Clearly the one-loop result is suppressed with

respect to the tree-level result. Specifically, we find that at M = 3 TeV (a mass of interest for the

thermal wino), the ratio �
tree

/�
1-loop

⇠ 5. However the perturbative expansion is not under control,

as seen from the fact that the fixed order ↵3 cross section becomes negative for M & 6 TeV (due to

the large Sudakov logarithm, and a further mixing induced contribution from w±;00

).

These considerations motivate introducing an EFT description in order to separate the scales

mW from 2M and resum the large logarithms, regaining control over the perturbative expansion.

The first step will be to derive an appropriate EFT description that captures all of the relevant

momentum regions of the full theory. This is the topic of the next section.

16

one loop

Bauer, Cohen, Hill, Solon (2014)

one loop, neglect 
wavefunction enhancement

Multi-scale field theory problem, breakdown of naive 
perturbation theory

Photon line signal 
for “wino” 
annihilation

HESS (2013)

tree level

CTA (proj.)
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see also: 
Ovanesyan, Slatyer, Stewart 2014,
Baumgart, Rothstein, Vaidya 2014,

Baumgart, Vaisya 2015, …



8 Implications

Having completed the high scale matching (71), RG running (79) and finally low scale matching (90),

we may proceed to use the Hamiltonian to compute interesting physical observables and investigate

the impact of perturbative corrections.

� � � � ��
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Figure 10: Sommerfeld enhanced WIMP annihilation cross sections for � � ! � � employing three
approximations. The fixed O(↵2) result is shown in dotted blue. The fixed O(↵3) result, including
the first non-vanishing O(↵4) contribution to w

00

, is shown in dashed green. The LL resummed
result, including one-loop matching coe�cients at the high and weak scales and resummation of the
collinear anomaly contribution, is shown in solid red.

Figure 10 shows the Sommerfeld enhanced annihilation cross section to line photons for three

approximations, taking � = 0.17 GeV and v = 10�3 as above. The blue dotted and green dashed

lines are fixed order results at O(↵2) and O(↵3), respectively, with the latter also including the first

non-vanishing O(↵4) contribution to w
00

. The red solid line is the result including LL resummation,

one-loop matching coe�cients at the high and weak scales, and resummation of the collinear anomaly

contribution. The uncertainty from scale variation would not be resolved on this log plot, hence we

only show the central value and discuss perturbative uncertainties below. As previously discussed

the fixed O(↵3) result (green dashed) becomes negative for M & 6 TeV, indicating a breakdown in

perturbation theory, while the resummed result does not lead to a negative cross section for the range

of masses plotted here.

There is a robust suppression of the resummed result due to the LL correction from the (universal)

38

resummed

14

one loop

Bauer, Cohen, Hill, Solon (2014)

HESS (2013)

tree level

CTA (proj.)
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see also: 
Ovanesyan, Slatyer, Stewart 2014,
Baumgart, Rothstein, Vaidya 2014,

Baumgart, Vaisya 2015, …
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• heavy WIMP expansion

• heavy mediator expansion

• low velocity expansion

The “The Effective Theories” of WIMP dark matter

R. Hill                                                                                                                              2016 Aspen Winter Conference
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Heavy Mediator expansion

Set-up:

Majorana fermion: 10 operators through d=7

L ⇠ ci
1

⇤d�4
OSM ⇥OWIMP Goodman, Ibe, Rajaraman, 

Shepherd, Tait, Yu 2010, …

2 / Physics Procedia 00 (2014) 1–7
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Figure 2: The 90% CL upper limits on the �-nucleon cross section as a function of M� for (a)
spin-independent and (b) spin-dependent scattering. Also shown are the limits from selected
experiments with published [27–34] and preliminary [35] results.

Table 1: (a) Observed (expected) 90% CL upper limits on the DM production cross section �,
and 90% CL lower limits on the cutoff scale � for vector and axial-vector operators as a function
of the DM mass M�. (b) Expected and observed lower limits on MD at 95% CL, as a function of
extra dimensions n, with K-factors (and without, i.e., K = 1).

M� [GeV] Vector Axial-Vector
� [fb] � [GeV] � [fb] � [GeV]

1 14.3 (14.7) 572 (568) 14.9 (15.4) 565 (561)
10 14.3 (14.7) 571 (567) 14.1 (14.5) 573 (569)

100 15.4 (15.3) 558 (558) 13.9 (14.3) 554 (550)
200 14.3 (14.7) 549 (545) 14.0 (14.5) 508 (504)
500 13.6 (14.0) 442 (439) 13.7 (14.1) 358 (356)
1000 14.1 (14.5) 246 (244) 13.9 (14.3) 172 (171)

(a) 90% CL Limits on DM model parameters.

n K-factors Expected Observed
MD [TeV] MD [TeV]

3 1.5 1.70 (1.53) 1.73 (1.55)
4 1.4 1.65 (1.53) 1.67 (1.55)
5 1.3 1.63 (1.54) 1.64 (1.56)
6 1.2 1.62 (1.55) 1.64 (1.57)

(b) 95% CL Limits on ADD parameters.

�3 fb at 90% CL. For spin-dependent scattering, the upper limits surpass all previous con-
straints for the mass range of 1–100 GeV. The results presented are valid for mediator masses
larger than the limits on �, assuming unity for the couplings g� and gq. The specific case of
light mediators is discussed in Ref. [3, 36]. The assumptions on � interactions made in calcu-
lating the limits vary with experiment. Further, in the case of direct and indirect searches, an
astrophysical model must be assumed for the density and velocity distribution of DM.

A set of 95% confidence level (CL) upper limits are also placed on the ADD cross sections and
translated into exclusions on the parameter space of the model. The upper limits are calculated
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Figure 2: The 90% CL upper limits on the �-nucleon cross section as a function of M� for (a)
spin-independent and (b) spin-dependent scattering. Also shown are the limits from selected
experiments with published [27–34] and preliminary [35] results.
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and 90% CL lower limits on the cutoff scale � for vector and axial-vector operators as a function
of the DM mass M�. (b) Expected and observed lower limits on MD at 95% CL, as a function of
extra dimensions n, with K-factors (and without, i.e., K = 1).

M� [GeV] Vector Axial-Vector
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1 14.3 (14.7) 572 (568) 14.9 (15.4) 565 (561)
10 14.3 (14.7) 571 (567) 14.1 (14.5) 573 (569)
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5 1.3 1.63 (1.54) 1.64 (1.56)
6 1.2 1.62 (1.55) 1.64 (1.57)

(b) 95% CL Limits on ADD parameters.

�3 fb at 90% CL. For spin-dependent scattering, the upper limits surpass all previous con-
straints for the mass range of 1–100 GeV. The results presented are valid for mediator masses
larger than the limits on �, assuming unity for the couplings g� and gq. The specific case of
light mediators is discussed in Ref. [3, 36]. The assumptions on � interactions made in calcu-
lating the limits vary with experiment. Further, in the case of direct and indirect searches, an
astrophysical model must be assumed for the density and velocity distribution of DM.

A set of 95% confidence level (CL) upper limits are also placed on the ADD cross sections and
translated into exclusions on the parameter space of the model. The upper limits are calculated

Tia$Miceli

May 1, 2011

Dark*Matter*Searches

4

! Dark$MaZer$may$be$dependent$or$independent$of$spin.

JHEP$1209$(2012)$094

Apologies$if$your$favorite$curve$is$not$here!

Fig. 1. Dark matter cross sections for spin-independent (a) and spin-dependent (b) dark matter. [2].
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Fig. 2. Dark matter cross sections for targets with an odd number of protons (blue) or an odd number of neutrons (red) for negative
values of �s (solid) or a zero value (dashed). Calculated using the DarkSUSY simulation tool assuming SUSY parameters of µ = +1,
A0 = 0, and tan � = 20 [3][4].
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Velocity expansion

Set-up

20 contact operators through 1/M4

5.2 Nucleon e↵ective theory for light mediators

The forgoing analysis, with additional matching onto multinucleon operators, provides a general
framework for WIMP-nucleus scattering in the case where all new states in the dark sector have
mass � ⇤

QCD

, such that below this scale, a complete description is possible in terms of a systematic
expansion of operators in n

f

= 3 flavor QCD. Subsequent matching onto nucleon operators is given
simply by evaluating the necessary form factors, whose low-q2 behavior may be determined by lattice
QCD, chiral perturbation theory or other nonperturbative methods.

For completeness let us consider a more general situation allowing for light degrees of freedom,
with mass only assumed large compared to a typical WIMP-nucleon momentum transfer.15 We
assume that all new states of the dark sector are integrated out, and consider the resulting basis of
operators in the one-nucleon sector. Specializing to the choice vµ = uµ = (1, 0, 0, 0), and neglecting
electromagnetic interactions, the kinetic terms may be written,
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where N and � denote the nonrelativistic nucleon and WIMP fields, respectively. For interactions
even under P and T , we find through dimension eight the operators [34, 78],
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where the naming scheme for Wilson coe�cients is from Ref. [34]. (Note in particular that d
i

for
i = 7, 10 are absent in (79), since these operators are proportional to electromagnetic field strength.)
Lorentz symmetry is imposed by enforcing invariance under the infinitesimal boost ⌘ [31, 34]
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This implies the constraints,
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15We are here also assuming that the considered momentum transfers are small enough that pions may be integrated
out.
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FIG. 1. Upper limits on the dimensionless isoscalar coe�cients c

0
3 (left) and c

0
8 (right) as a function of WIMP mass for

SuperCDMS Soudan (light blue) [10], CDMS II Ge reanalysis (dark blue) [? ], and CDMS II Si (red) [27], and estimated limits
for LUX (black) [11], for the Maxwellian halo (solid) and an alternate halo model (dashed).

[30], and other halo parameters as above.

Figure 1 shows the upper limits for two example oper-
ators, isoscalar operators O3 (left) and O8 (right), as a
function of WIMP mass. Limits on all operators for a
small range of masses can be found in Table I. Limits on
all operators for a small range of masses can be found in
Table I. Solid lines correspond to the Maxwellian halo,
whereas dashed lines show the limit calculated assum-
ing the alternate velocity distribution function discussed
above. The SuperCDMS Soudan, CDMS II Ge (reanal-
ysis), and CDMS II Si limits use the candidate events,
thresholds, and detection e�ciencies discussed in [10], [?
], and [27] respectively, while the estimated LUX limit
assumes zero observed events and functional form for the
detection e�ciency that follows a hyperbolic tangent ver-
sus energy centered at 2.5 keVnr but with a step function
cuto↵ that goes to zero below 3 keVnr.

Because of the di↵erent nuclear responses for the three
target elements considered, the relative strength of the
limits varies from operator to operator. In particular,
O8 (Fig. 1, right) includes contributions from the � re-
sponse, which is greater in germanium than in silicon or
xenon. This contribution strengthens the SuperCDMS
Soudan constraint relative to LUX and CDMS II Si. In
addition, the shape of the curve for a single target ele-
ment changes from operator to operator. For example,
O3 depends on the square of the momentum transfer,
naturally suppressing the event rate at low energies. As
a result, the limits at low WIMP mass for O3 are weaker
than for other operators.

The di↵erence between the two WIMP velocity distri-
butions becomes apparent when the only events expected
above the detection thresholds are due to WIMPs in the
high-velocity tails. Since both CDMS and LUX have
thresholds of a few keV, this disparity appears only at
the lowest WIMP masses. The di↵erence is also more

pronounced for LUX, since its target nucleus, xenon, is
heavier than silicon or germanium. A dark matter parti-
cle must have a higher velocity to deposit a given recoil
energy in xenon than in germanium or silicon; higher-
energy recoils become comparatively rarer. For the Su-
perCDMS Soudan result, the di↵erence in velocity dis-
tributions leads to a factor of two di↵erence in the limit
around 4GeV/c2, whereas for LUX, the di↵erence in
velocity distribution leads to a factor of two di↵erence
around 7GeV/c2.

FIG. 2. Polar limits on O1 isospin for SuperCDMS Soudan
(blue) [10], LUX [11] (black), and CDMS II Si (red) [27] at a
WIMP mass of 6GeV/c2.

Since the EFT explicitly includes isospin dependence,
we can also use the optimum interval method to set polar

2

known [1]. A generic weakly-interacting massive parti-
cle (WIMP) is a very attractive dark matter candidate
[2]. Numerous experiments are engaged in e↵orts to de-
tect rare collisions between WIMPs and target nuclei in
terrestrial detectors. Results from DAMA [3], CoGeNT
[4], CRESST-II [5], and CDMS II Si [6] can be inter-
preted in terms of interactions of WIMPs with masses
of 6-30 GeV/c2. A similar range of masses could also ac-
count for a possible excess in the gamma-ray flux near the
galactic center in Fermi-LAT data [7, 8]. Under standard
assumptions for spin-independent WIMP-nucleon inter-
actions, however, such interpretations are di�cult to rec-
oncile with the limits set by CDMSlite [9], SuperCDMS
[10], LUX [11], and PICO [12].

Standard WIMP scattering calculations make simpli-
fying assumptions about the type of interaction between
the nucleon and the dark matter particle: typically only
isospin-conserving spin-independent couplings, or spin-
dependent couplings to either the proton or neutron are
considered. This results in constraints on the three cor-
responding WIMP-nucleon cross sections. Relaxing such
assumptions can suppress the interaction for some tar-
get elements by orders of magnitude relative to others
[13]. In particular, assuming di↵erent spin-independent
dark matter couplings to protons, fp, and neutrons, fn,
can reconcile much of the tension between the CDMS II
Si allowed region and the SuperCDMS Soudan and LUX
exclusion limits [14]. However, such solutions often re-
quire a high degree of fine-tuning.

In addition, the calculation of dark matter scattering
rates typically assumes a Maxwellian velocity distribu-
tion [15]. As shown in [16, 17], N-body simulations are
not well described by such a distribution. Consequently,
alternate halo models have been proposed. One such ve-
locity distribution is discussed in [18, 19] and takes the
form

f(v) = exp


� v

v0

� �
v2esc � v2

�p
, (1)

for dark matter velocities smaller than the galactic escape
velocity vesc. For values of v0/vesc and p consistent with
N-body simulations, this function falls o↵ faster than the
standard Maxwellian distribution. This di↵erence can
significantly a↵ect the expected dark matter event rate,
especially for low-mass WIMPs for which experiments
are only sensitive to the high-velocity tail of the distri-
bution. It has been shown that choosing certain values
for the parameters of this alternate halo model can rec-
oncile the tension between CDMS II Si and XENON100
[20], though it cannot also account for the tension with
LUX because of that experiment’s lower energy thresh-
old.

Recently, an e↵ective field theory (EFT) approach for
WIMP scattering has been developed that considers all
leading-order and next-to-leading order operators that
can occur in the e↵ective Lagrangian that describes the
WIMP-nucleus interaction [21–23]. This formalism intro-
duces new operators that rely on a range of nuclear prop-

erties in addition to the standard spin-independent and
spin-dependent cases. It also explicitly includes isospin
interference and interference between operators, creating
a rich parameter space of possible dark matter interac-
tions that are very sensitive to the specific choice of de-
tector material.
The EFT framework parametrizes the WIMP-nucleus

interaction in terms of fourteen operators, Oi, which are
listed in Eq. 2 and include the standard spin-independent
and spin-dependent interactions. These operators feature
explicit dependence on ~v? (the relative velocity between
the incoming WIMP and the nucleon) and the momen-
tum transfer ~q, in addition to the WIMP and nucleon
spins, ~S� and ~SN . Note that O2 is not considered since it
cannot arise from the non-relativistic limit of a relativis-
tic operator at leading order. In addition, each operator
can independently couple to protons or neutrons. We for-
mulate this isospin dependence in terms of isoscalar and
isovector interactions, following the conventions of [22].
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These operators contribute to six types of nuclear re-
sponse functions. The spin-independent response is de-
noted by M and is typically the strongest of the six func-
tions since it is related to the number of nucleons in the
target nucleus. The main contribution to this response
comes from the standard spin-independent operator O1,
but it also contains higher-order contributions from op-
erators O5, O8, and O11. There are two spin-dependent
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QCD aspects of WIMP-nucleus scattering
2

(pure states), the above lagrangian is completely
specified by electroweak quantum numbers since
gauge-invariance implies f(H) = 0, and �m can be
chosen to vanish for degenerate heavy-particle states.
In particular, the first term in (1) does not depend
on the WIMP mass, spin or other properties beyond
the choice of gauge quantum numbers. Model de-
pendence is systematically encoded in operator co-
e�cients representing 1/M corrections. For exten-
sions with two electroweak multiplets (mixed states),
f(H) and �m are non-vanishing and depend on �,
the mass splitting of the multiplets, and , their cou-
pling strength mediated by the Higgs field.

Weak-scale matching. Interactions of the lightest,
electrically neutral, self-conjugate WIMP, �v, with
quarks and gluons, relevant for spin-independent (SI),
low-velocity scattering with a nucleon, are given at
energies E ⌧ mW by the EFT

L�v,SM =
�̄v�v

m3
W

X

S

X

q

c(S)
q O(S)

q +c(S)
g O(S)

g

�
+. . . ,

(2)

where q = u, d, s, c, b is an active quark flavor and
we have chosen QCD quark and gluon operators of

definite spin, S = 0, 2: O(0)
q = mq q̄q, O

(0)
g = (GA

µ⌫)
2,

O(2)µ⌫
q = 1

2 q̄
⇣
�{µiD⌫}

� � gµ⌫iD/ �/4
⌘
q, and O(2)µ⌫

g =

�GAµ�GA⌫
� + gµ⌫(GA

↵�)
2/4. Here Dµ

� ⌘
�!
Dµ � �Dµ,

and A{µB⌫} ⌘ (AµB⌫ + A⌫Bµ)/2 denotes sym-
metrization. The ellipsis in Eq. 2 denotes higher-
dimension operators suppressed by powers of 1/mW .

We match EFTs (1) and (2) at reference scale
µt ⇠ mW ⇠ mt by integrating out weak scale par-
ticles W±, Z0, h0 and t. In the heavy WIMP limit,
matching coe�cients, ci, of (2) may be expanded as

ci = ci,0 + ci,1
mW

M
+ . . . . (3)

We compute the complete set of twelve matching co-
e�cients ci,0 at leading order in perturbation theory.

Weak-scale matching for mixed states requires
renormalization of the Higgs-WIMP vertex for a con-
sistent evaluation of loop-level amplitudes, and a gen-
eralized basis of heavy-particle loop integrals to ac-
count for non-vanishing residual masses. Details of
the matching computation can be found in [4].

QCD analysis. Having encoded physics of the
heavy WIMP sector in matching coe�cients of (2),
the remaining analysis is independent of the M �
mW assumption, and consists of renormalization
group (RG) running to a low scale µ0 < mc, matching

N
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FIG. 1: SI cross section for low-velocity scattering on
the proton as a function of mh, for the pure-triplet case.
Labels refer to inclusion of LO, NLO, NNLO and NNNLO
corrections in the RG running from µc to µ0 and in the
spin-0 gluon matrix element. Bands represent 1� uncer-
tainty from neglected higher order pQCD corrections.

at heavy quark thresholds, and evaluating hadronic
matrix elements. This module is systematically im-
provable in subleading corrections and is applicable
to generic direct detection calculations. An extension
of the operator basis would allow robust connections
between contact interactions constrained at colliders
and low-energy observables of direct detection [7].
RG evolution accounts for perturbative corrections
involving large logarithms, e.g., ↵s(µ0) logmt/µ0.
Fig. 1 illustrates the impact of higher order pQCD
corrections. We collect in Refs. [3, 5] the details
of mapping high-scale matching coe�cients onto the
low-energy theory where hadronic matrix elements
are evaluated [24]. Cross sections for scattering on
the neutron and proton are numerically similar; we
present results for the latter.

Pure-state cross sections. Consider the situation
where the SM is extended by a single electroweak
multiplet. For definiteness let us take the cases of
a Majorana SU(2)W triplet of Y = 0, and a Dirac
SU(2)W doublet of Y = 1

2 . For the doublet we
assume that higher-dimension operators cause the
mass eigenstates after electroweak symmetry break-
ing (EWSB) to be self-conjugate combinations D1

andD2, thus forbidding a tree-level �̄v�vZ0 coupling,
and moreover that inelastic scattering is suppressed.

Upon performing weak-scale matching [4] and map-
ping to a low-energy theory for evaluation of matrix
elements [5], we obtain parameter-free cross section
predictions as illustrated in Fig. 2. The triplet cross
section is

�T
SI = 1.3+1.2

�0.5
+0.4
�0.3 ⇥ 10�47 cm2, (4)

where the first (second) error represents 1� uncer-

perturbative QCD corrections:
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QCD aspects of WIMP-nucleus scattering

nonperturbative matrix elements: important impact 
from lattice QCD 

SpNlat, Sslat
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Figure 3: Cross section for low-velocity scattering on a nucleon for a heavy real scalar in the
isospin J = 1 representation of SU(2). The dark shaded region represents the 1� uncertainty
from perturbative QCD, estimated by varying factorization scales. The light shaded region
represents the 1� uncertainty from hadronic inputs.

heavy quark matching from µt to µc at NLO. Hadronic input uncertainties from each source
in Table 1 and Table 2 are added in quadrature. We have ignored power corrections appearing
at relative order ↵s(mc)⇤2

QCD/m
2
c ; typical numerical prefactors appearing in the coe�cients of

the corresponding power-suppressed operators [18] suggest that these e↵ects are small.
Due to a partial cancellation between spin-0 and spin-2 matrix elements, the total cross

section and the fractional error depend sensitively on subleading perturbative corrections and
on the Higgs mass parameter mh. We find

�p(mh = 120GeV) = 0.7±0.1+0.9
�0.3⇥10�47cm2 , �p(mh = 140GeV) = 2.4±0.2+1.5

�0.6⇥10�47cm2 ,
(33)

where the first error is from hadronic inputs, assuming ⌃lat
s and ⌃lat

⇡N from Table 1, and the
second error represents the e↵ect of neglected higher order perturbative QCD corrections. For
the illustrative value mh = 120GeV, and as a function of the scalar strange-quark matrix
element ⌃s, we display the separate contributions of each of the quark and gluon operators in
Fig. 4.

7 Summary

We have presented the e↵ective theory for heavy, weakly interacting dark matter candidates
charged under electroweak SU(2). Having determined the general form of the e↵ective la-
grangian (4) through 1/M3, we demonstrated matching conditions for subleading operators in
a simple model. Using the e↵ective theory, we demonstrated universality of the mass splitting

12

lattice QCD inputs

baryon spectroscopy
inputs Pavan et al.

 hep-ph/0111066

Borasoy and Meissner, 
hep-ph/9607432
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• Compelling physics problems

• Particle/nuclear interplay

DM ↔ neutrinos

• Lattice QCD providing critical inputs  

Part 2:
The particle physics of neutrino cross sections
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Neutrino physics covers a vast range of energy scales 
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E.g., at DUNE, NOvA, MINOS, T2K, …

- Probing ΛNew Physics ~ 1015GeV

- Neutrino energies ~ GeV

- Neutrino masses ~ 10-10 GeV

Exploiting this window on high scale 
physics demands a dedicated theory 
effort

2
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86 4 Neutrino Mixing, Mass Hierarchy, and CP Violation

baseline, there is no degeneracy between matter and CP asymmetries at the first oscillation node
where the LBNE neutrino beam spectrum peaks. The wide coverage of the oscillation patterns
enables the search for physics beyond the three-flavor model because new physics effects may
interfere with the standard oscillations and induce a distortion in the oscillation patterns. As a
next-generation neutrino oscillation experiment, LBNE aims to study in detail the spectral shape
of neutrino mixing over the range of energies where the mixing effects are largest. This is crucial
for advancing the science beyond the current generation of experiments, which depend primarily
on rate asymmetries.
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Figure 4.1: The simulated unoscillated spectrum of ‹µ events from the LBNE beam (black histogram)
overlaid with the ‹µ æ ‹e oscillation probabilities (colored curves) for different values of ”CP and normal
hierarchy.

The LBNE reconfiguration study [25] determined that the far detector location at the Sanford
Underground Research Facility provides an optimal baseline for precision measurement of neutrino
oscillations using a conventional neutrino beam from Fermilab. The 1,300≠km baseline optimizes
sensitivity to CP violation and is long enough to resolve the MH with a high level of confidence,
as shown in Figure 2.7.

Table 4.1 lists the beam neutrino interaction rates for all three known species of neutrinos as ex-
pected at the LBNE far detector. This table shows only the raw interaction rates using the neutrino
flux from the Geant4 simulations of the LBNE beamline and the default interaction cross sections
included in the GLoBeS package [130] with no detector effects included. A tunable LBNE beam
spectrum, obtained by varying the distance between the target and the first focusing horn (Horn 1),
is assumed. The higher-energy tunes are chosen to enhance the ‹· appearance signal and improve
the oscillation fits to the three-flavor paradigm. To estimate the NC event rates based on visible
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The LBNE reconfiguration study [25] determined that the far detector location at the Sanford
Underground Research Facility provides an optimal baseline for precision measurement of neutrino
oscillations using a conventional neutrino beam from Fermilab. The 1,300≠km baseline optimizes
sensitivity to CP violation and is long enough to resolve the MH with a high level of confidence,
as shown in Figure 2.7.

Table 4.1 lists the beam neutrino interaction rates for all three known species of neutrinos as ex-
pected at the LBNE far detector. This table shows only the raw interaction rates using the neutrino
flux from the Geant4 simulations of the LBNE beamline and the default interaction cross sections
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spectrum, obtained by varying the distance between the target and the first focusing horn (Horn 1),
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Underground Research Facility provides an optimal baseline for precision measurement of neutrino
oscillations using a conventional neutrino beam from Fermilab. The 1,300≠km baseline optimizes
sensitivity to CP violation and is long enough to resolve the MH with a high level of confidence,
as shown in Figure 2.7.
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included in the GLoBeS package [130] with no detector effects included. A tunable LBNE beam
spectrum, obtained by varying the distance between the target and the first focusing horn (Horn 1),
is assumed. The higher-energy tunes are chosen to enhance the ‹· appearance signal and improve
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ν

Perturbative QFT

Nuclear physics

Lattice QCD

Event generation and 
detector modeling

Precision hadron
physics

adapting existing tools, 
and  

developing new tools

This is a challenging problem.  HEP Theory is…  
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ν

Perturbative QFT

Nuclear physics

Lattice QCD

Event generation and 
detector simulation

Precision hadron
physics

Connecting with  
other communities 

This is a challenging problem.  HEP Theory is…  
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ν

Perturbative QFT

Nuclear physics

Lattice QCD

Event generation and 
detector modeling

Precision hadron
physics

Begin with elementary targets
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Return to the basic process

Large uncertainties in nucleon-level amplitudes, the basic building 
block for complete nuclear cross sections.

n p

μ-νμ

poorly known axial-vector form factor

But, different: 
- nucleon form factors 
- nuclear corrections

Need elementary targets to  
break degeneracies
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Different nucleon-level  
cross sections inferred  
from carbon data
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HEP toolbox is being applied to precision lepton-nucleon scattering

Basic problem: don’t know form factor shapes, so don’t know what 
we’re constraining

coefficients in rapidly 
convergent expansion encode 
nonperturbative QCD

tcut

F (q2) =
X

k

ak[z(q
2)]k

Systematically improvable, quantifiable uncertainties

experimental 
kinematic region

Underlying QCD tells us that Taylor expansion in appropriate 
variable is rapidly convergent

q2

particle thresholds

z
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This approach has been very successful in other processes

E.g., B→πeν:  |z|<0.28
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Figure 6: The B → π form factor F+ plotted in terms of the q2 variable (left) and z variable
(right). Data are from [60]. Plots are reproduced from [61].
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Figure 7: The proton form factor GE plotted in terms of the Q2 variable (left) and the z
variable (right). Data are from [62]. Plots are reproduced from [43].

• Comparison to the complete range of hydrogen and muonic hydrogen observables.

• Possible extension to parity-violating atomic observables. The effective theory analysis
systematizes “Coulomb subtractions” that may appear ad hoc in more phenomenological
treatments [72].

2.2.4 Precision measurements: impact and relation to previous work

The PI’s research has contributed to the improved determination of several fundamental
parameters. These include:

• rp
E, the mean-square charge radius of the proton, using isospin decomposition and analyt-

icity of electron-nucleon scattering amplitudes [43].
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• Comparison to the complete range of hydrogen and muonic hydrogen observables.

• Possible extension to parity-violating atomic observables. The effective theory analysis
systematizes “Coulomb subtractions” that may appear ad hoc in more phenomenological
treatments [72].

2.2.4 Precision measurements: impact and relation to previous work

The PI’s research has contributed to the improved determination of several fundamental
parameters. These include:

• rp
E, the mean-square charge radius of the proton, using isospin decomposition and analyt-

icity of electron-nucleon scattering amplitudes [43].
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• Comparison to the complete range of hydrogen and muonic hydrogen observables.

• Possible extension to parity-violating atomic observables. The effective theory analysis
systematizes “Coulomb subtractions” that may appear ad hoc in more phenomenological
treatments [72].

2.2.4 Precision measurements: impact and relation to previous work

The PI’s research has contributed to the improved determination of several fundamental
parameters. These include:

• rp
E, the mean-square charge radius of the proton, using isospin decomposition and analyt-

icity of electron-nucleon scattering amplitudes [43].
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band) in the right plot is converted from the form factor with the same |Vub|.

VI. RESULTS AND CONCLUSION

Our final result for |Vub|, obtained from our preferred z fit combining our lattice-QCD cal-

culation of the B ! ⇡`⌫ form factor with experimental measurements of the corresponding

decay rate, is

|Vub| = (3.72± 0.16)⇥ 10�3. (6.1)

The error includes all experimental and lattice-QCD uncertainties. The contribution from

lattice QCD to the total error is now comparable to that from experiment. The error reported

here, following HFAG [6], does not apply the PDG prescription for discrepant data; that

prescription [65] would scale the error by a factor of
p

�2/dof = 1.2. As can be seen from

Table XVII and Fig. 26, the low fit quality is due to the tension between the BaBar11 data

set and the others. An inspection of all the experimental data in Fig. 27 shows that the

point near z = �0.1 in the BaBar11 data set is lower than the others and a bit more precise

than one might have anticipated, but does not suggest that this or any of the data sets have

any systematic problems.
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Adapt these tools for neutrino - hadron scattering 

n
p

μ-νμ

p p
deuteron

E.g., νμ + n→μ- + p,   
0 < Q2 < 3 GeV2 

|z|<0.35

Revisit deuterium bubble chamber data

[Fermilab 15-foot deuterium bubble 
chamber, PRD 28, 436 (1983)]

- small statistics, ~3000 events 
in world data

- small(-ish) nuclear effects

- small(-ish) experimental uncertainties 
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80
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P co.

h4, =1.05 GeV

tion, the following assumptions are made: (1) time-
reversal invariance and charge symmetry, (2) partially con-
served axial-vector current (PCAC} for the small pseudo-
scalar term, and (3) isotriplet-conserved-vector-current
(CVC) hypothesis.
The first assumption, which requires all form factors to

be real, yields Eq——F~——0, leading to the absence of second
class currents. With the second assumption, Fp(Q ) is
given by

20-

Fp(Q )=2M Fg(Q~)/(Q +m ),
where

'0 2
Q' (Gev')

FICx. S. The Q distribution for the selected quasielastic
events. The solid curve represents the differential cross section
of quasielastic scattering for the neutron in deuteron.

Q'= (P —P„)'—(E„—E„)' .
The contribution to the cross section from this term in the
energy region E„&5 GeV is less than 0.1%, and conse-
quently this term is neglected. The third assumption re-
lates Fz and Fz to the isovector Sachs electric and mag-
netic form factor, Gz and G~ determined from electron-
scattering experiments as follows:

near /=0 . The shaded area corresponds to the addition-
al events found from the rescan. Using the average of the
events with P between —90 and 126 (dashed line), we
calculated the event bias to be S%%uo. This does not neces-
sarily represent the true loss of events because of the
three-point plot per event. We examined the true event
loss from the event bias in Fig. 4 by using a Monte Carlo
simulation. This event loss amounts to 8% and is not
recovered by rescanning (shaded area). Hence, a correc-
tion of 1.08+0.05 has been made to the data independent
of scanning efficiency.
Figure 5 shows the Q distribution for the quasielastic

events. The curve in Fig. 5 is the best fit obtained by us-
ing the prediction of the differential cross section for reac-
tion (2) with M~ ——1.05 GeV which was obtained from
this experiment (see Sec. III). The X value from this ftt
was found to be 15 for 20 data points for Q between 0.1
and 3 GeV . Comparing the observed Q distribution to
the fitted curve, the correction factor for Q &0.1 GeV2 is
estimated to be 1.10+0.02. The overall correction factor
including scanning-measuring efficiency is 1.34+0.07.
We note that this correction factor influences the value of
the neutrino flux but not the Mz value, because we use a
flux-independent method to determine Mq.

III. MEASUREMENT OF THE FORM FACTOR

2 2
Fy(Q') = G~(Q')+ — G (Q') 1+

4M 4M

2
' —1

Ff(Q )=[6M(Q )—GE(Q )]g ' 1+
4M

2
' —2

GE(Q }=6M(Q }(1+/) =A(Q ) 1+
My

where M~ is the vector mass, Mv ——0.84 GeV, g is the
difference between the proton and neutron anomalous
magnetic moment,

g'=}Mp—p„=3.708,
and A, (Q ) (Ref. 1S) is the correction factor for the small
deviation of the electron-scattering data from a pure di-
pole form factor. We further assume the axial-vector
form factor in a dipole form,

+g(Q )=+g(0)/(I+Q /Mg )

where the value of F~(0)=—1.23+0.01 is taken from P-
decay experiments. '
From these assumptions, the differential cross section

for the quasielastic reaction can be expressed in terms of
only one parameter, Mz, as

In the context of the V—A theory, the matrix element
for the quasielastic reaction, v&n ~p p, can be written as
a product of the hadronic weak current and the leptonic
current. ' The general form of the hadronic weak current
is written in terms of six complex form factors which are
functions of Q and characterize the nucleon structure.
These are Fs (induced scalar), Fp (induced pseudoscalar),
F~ (isovector Dirac), Ff (isovector Pauli), F~ (axial vec-
tor}, and Fr (induced tensor). The quasielastic cross sec-
tion can be expressed in terms of these six form factors.
In order to simplify the analysis of the quasielastic reac-

GMcos8c 2 2 (s u)&( ')+&( )
dQ 8rrE„M

1

C(Q2) (s
—u) (7)

where s —u =4ME„Q m&, and M =(M„+—Mp)—/2.
The values of the Fermi constant and of the Cabibbo angle
are taken to be G =1.166 32& 10 GeV and
cos8c——0.9737, respectively (see Ref. 16). The structure
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nucleon-level amplitudes and 
cross sections with complete 
error budget !

⇒
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Nucleon Axial Form Factor Using z-Expansion and Deuterium!
A. S. Meyer1,2,M. Betancourt2, R. Gran3, R. J. Hill1,4,5!

The University of Chicago1,Fermilab2, University of Minnesota Duluth3,TRIUMF4 and Perimeter5!

Background Subtraction

Fitting the Deuterium Data Using the 
z-Expansion

Introduction

 
Axial Form Factor from z-Expansion

•We perform a joint, shape-only chi-square fit to the ANL 1982, BNL 1981 and 
FNAL 1983  deuterium quasi elastic differential cross section data using the z-
Expansion axial form factor.!
•Each data set is allowed to independently float a normalization. !

!

Comparing Dipole and z-Expansion with 
MINERvA Data

Extracted mA from Deuterium 
Experiments

Summary

Lightning Introduction of z-Expansion
z-Expansion gives a model-independent description of the axial form factor

• Conformal mapping to bring Q

2 ! z for |z| < 1:

F

A

(z) =
1X

k

a

k

z

k

• Motivated by analyticity arguments

• Coe�cients shown to be bounded, decreasing

• Provides a prescription for introducing more parameters as data improves

• Allows quantification of systematic errors

• z-Expansion in incubator project for GENIE, target release v2.12
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•We use the available deuterium data from ANL 1982 with 1737 events !
and energy peak at 0.5 GeV, BNL 1981 with 1138 events and energy !
peak at 1.6 GeV and FNAL 1983 with 362 events and high energy peak   !
20 GeV.!
•The following table shows the extracted mA from original!

 references, our extraction using original inputs parameters (old) !
and our extraction using present-day best values (new). !

•The z-Expansion is fit with four free parameters, plus an additional four parameter 
satisfying sum rules and one parameter to fix the FA(0)!
•Gaussian priors used on z-Expansion coefficients!
•Gaussian penalties: All the penalties have a central value around 0, motivated by 
bounds from perturbative QCD which require the coefficients to be bounded and 
decreasing!
•Sum rule applied to ensure !
•We use deuterium corrections from Singh (Nuclear Physics B36 (1972)).!

Deuterium Fitting

with Richard Hill, Rik Gran, Minerba Betancourt

Fitting done on deuterium bubble chamber data
(controlled nuclear e↵ects)

Three datasets (reference hyperlinks online):
• ANL 1982: 1737 events, 0.5GeV [peak]

• BNL 1981: 1138 events, 1.6 GeV [average]

• FNAL 1983: 362 events, 20 GeV [peak], 27 GeV [average]

PRELIMINARY shape-only fits to QE di↵erential cross section data

Results propagated to single nucleon QE total cross section

Gaussian priors used on z-Expansion coe�cients:
if (k  5) �k = 5, else �k = 25/k

Sum rule applied to ensure FA ⇠ 1/Q4 as Q2 ! 1
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•A model independent description of the axial form factor called !
    z-Expansion is derived in Phys. Rev. D84 (2011).!
• The formalism starts with the dispersion relation for the form factor !

!
!
!
    where                  and the integral starts at the three-pion                !
•Using a standard transformation !

!
!
    This transformation takes the kinematically allowed region                  !
 to  within                     . The figure illustrates the mapping !
!
!
!
!
!
!
!
!
!
where t0 is a free parameter and can be chosen for better convergence to z.!
•The form factor can be expressed as a power series in the new  
variable z!

!
!

•Advantages of z-Expansion:!
  Good convergence in small expansion parameters, which a q2 !
expansion cannot do and  better control over systematic errors. !
!
!

•z-Expansion is coded in GENIE with reweighing functionality for the error band, 
and can be implemented in any nuclear model!
•The MINERvA data (Phys. Rev. Lett. 111 (2013)) is compared to the axial form factor 
from dipole and Z-Expansion, both predictions of the differential cross section (axial 
form factor is an input) have been extracted using GENIE neutrino event generator  
with the relativistic Fermi gas model.!

quasielastic neutrino scattering, Q2 = −q2 ≥ 0. As discussed in the Introduction, an expansion
at q2 = 0 defines an “axial mass parameter” mA, via

FA(q
2) = FA(0)

[

1 +
2

m2
A

q2 + . . .

]

=⇒ mA ≡

√

2FA(0)

F ′
A(0)

. (5)

Equivalently, we may define an “axial radius” rA, via

FA(q
2) = FA(0)

[

1 +
r2A
6
q2 + . . .

]

=⇒ rA ≡

√

6F ′
A(0)

FA(0)
. (6)

The factors appearing in (5) and (6) are purely conventional, motivated by the dipole ansatz
(2), and by the analogous charge-radius definition for the vector form factors. Asymptotically,
perturbative QCD predicts [10, 11] a ∼ 1/Q4 scaling, up to logarithms, for the axial-vector
form factor. However, the region Q2 ! 1GeV2 is far from asymptotic, and the functional
dependence of FA(q2) remains poorly constrained at accessible neutrino energies.

2.2 Analyticity

−Q2
max 9m2

π

t z

Figure 1: Conformal mapping of the cut plane to the unit circle.

We proceed along lines similar to the vector form factor analysis in [9]. Recall the dispersion
relation for the form factor,

FA(t) =
1

π

∫ ∞

tcut

dt′
ImFA(t′ + i0)

t′ − t
, (7)

where t ≡ q2 and the integral starts at the three-pion cut, tcut = 9m2
π. We can make use

of this model-independent knowledge by noticing that the separation between the singular
region, t ≥ tcut, and the kinematically allowed physical region, t ≤ 0, implies the existence of
a small expansion parameter, |z| < 1. As illustrated in Fig. 1, by a standard transformation,
we map the domain of analyticity onto the unit circle in such a way that the physical region
is mapped onto an interval:

z(t, tcut, t0) =

√
tcut − t−

√
tcut − t0√

tcut − t+
√
tcut − t0

, (8)
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•We presented results for the z-Expansion using deuterium data.!
•Data from different experiments is compared against the dipole and z-Expansion 
axial form factors. !
•We present more realistic description of uncertainties in the axial form factor 
using a model independent fit.!
•The z-Expansion is available in GENIE and can be used for current and future 
neutrino experiments.

E(GeV )

I Phys. Rev. D23 (1981)!
II Phys. Rev. D26 (1982)!
III Phys. Rev. D28 (1983)!
!

I!
II!

•Quasi-elastic is described using the free nucleon formalism!
!
!
where s and u are the Mandelstam variables. A, B and C depend on the 
form factors F1, F2 and the axial form factor FA.!
•The F1, F2 are known from electron-nucleon scatterings. The dipole  
ansatz is used to describe the axial form factor !

 !
!

•Experiments with deuterium targets have employed this ansatz, 
obtaining a world average !

!

•Modern experiments using heavy targets, like carbon, from 
MiniBooNE reported a higher axial mass!
•Other experiments such as K2K, SciBar and MINOS find similar 
higher axial mass compared with the world average.!
•This work presents results of a new model-independent approach 
for the axial form factor applied to deuterium data.!

!
!
!
!
!
!
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z-Expansion
The z-Expansion (Bhattacharya, Hill, Paz arXiv:1108.0423
[hep-ph]) is a conformal mapping which takes the kinematically
allowed region (t  0) to within z = ±1
! For reference, later plots will have |z

max

| = 0.45

t = q2 = �Q2 tc = 9m2

⇡

z(t; t
0

, tc) =

p
tc � t �

p
tc � t

0p
tc � t +

p
tc � t

0

FA(z) =
1X

n=0

anz
n

z-Expansion implemented in GENIE, to be released soon [autumn]
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t0 = 0 t0 = topt0 (1.0GeV2)

||FA||2/|FA(t0)| 1.5-1.7 1.9-2.3

||FA||∞/|FA(t0)| 1.0-1.4 1.4-1.8

Table 1: Typical bounds on the coefficient ratios
√

∑

k a
2
k/a

2
0 (first line of table) and |ak/a0|

(second line) in an axial-vector dominance ansatz. The range corresponds to the range 250−
600MeV for the a1 width and the range 1190− 1270MeV for the a1 mass.

where t0 is a free parameter representing the point mapping onto z = 0. Analyticity implies
that the form factor can be expressed as a power series in the new variable,

FA(q
2) =

∞
∑

k=0

akz(q
2)k . (9)

The coefficients ak are bounded in size, guaranteeing convergence of the series. Knowledge of
ImFA over the cut translates into information about the coefficients in the z expansion [9]. In
particular we have

a0 =
1

π

∫ π

0

dθReFA[t(θ) + i0] = FA(t0) ,

ak≥1 = −2

π

∫ π

0

dθ ImFA[t(θ) + i0] sin(kθ) =
2

π

∫ ∞

tcut

dt

t− t0

√

tcut − t0
t− tcut

ImFA(t) sin[kθ(t)] , (10)

where

t = t0 +
2(tcut − t0)

1− cos θ
≡ t(θ) . (11)

2.3 Coefficient bounds

For a given kinematic range 0 ≤ −t ≤ Q2
max, we can choose the free parameter t0 in

(8) to minimize the resulting maximum size of |z|. It is straightforward to see that the

“optimal” value of t0 is topt0 = tcut
(

1−
√

1 +Q2
max/tcut

)

, and for this value of t0, |z| ≤
[(1 + Q2

max/tcut)
1/4 − 1]/[(1 + Q2

max/tcut)
1/4 + 1]. For example, if the kinematic range is

Q2
max ! 1GeV2, then our expansion parameter is constrained to be |z| ! 0.2. Terms be-

yond linear order in the expansion are suppressed by |z|2 ! 0.04, etc., and are not tightly
constrained by current experimental data. This is the sense in which the slope of the form
factor (conventionally taken at q2 = 0) is essentially the only relevant shape parameter. The
effects of the higher order terms must of course be accounted for in assessing the uncertainty
on extracted observables. We now turn to this question.

The expansion coefficients appearing in (9) can be used to define norms,

||FA||p =
(

∑

k

|ak|p
)1/p

. (12)
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Curves are the cross sections for the single nucleon for the z-Expansion and Dipole 
fits, data are the cross sections on carbon from MiniBooNE and NOMAD 
experiments
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Deuterium best fit compared to data on Carbon

•The error band on the Z-Expansion 
prediction is extracted from the joint fit  to 
deuterium data using the same fit parameters 
as the above total cross section fit and the 
error band on the dipole prediction is from 
the world average axial mass extracted from 
deuterium data with mA=0.99 GeV/c2!

•The resulting cross section is higher with the 
best-fit z-Expansion parameters. The quality 
of the fit is similar, but the interpretation of 
the agreement and the presence of the multi-
nucleon effects in carbon might change.!

Differential Cross Section as a function of Q2

 J. Phys. G 28, R1 (2002) !

�

2/DOF 128/97
a1 2.25± 0.21
a2 �1.16± 0.38
a3 �4.2± 1.7
a4 4.6± 2.2

m

dipole

A

(ref) m

dipole

A

(old) m

dipole

A

(new)
BNL 1981 1.07(6) 1.09(6) 1.06(6)
ANL 1982 0.95(9) 1.08(6) 1.05(6)
FNAL 1983 1.05±0.12

0.16 1.20(10) 1.17(10)

2

MiniBooNE: Phys. Rev. D 81 (2010) !
NOMAD: Eur. Phys. J. C 63 (2009)

g

A

= 1.23 and muon mass was included. BBBA05 uses F
p

= 2M2
FA

Q

2+M

2
⇡
.

Olsson F

p

= 0.
Nuclear corrections for all the data sets

Ignoring the first bin for ANL 1977, 1973 and FNAL 1983, but not for BNL1981.

m

A

(papers) m

A

(BBBA05) m

A

(Olsson) m

A

ANL 1982 1.00± 0.05 1.03± 0.06 1.07±0.06 1.09± 0.06
BNL 1981 1.07± 0.06 1.04± 0.06 1.07±0.06 1.099±0.058
FNAL 1983 1.05±0.12

0.16 1.17± 0.11 1.20± 0.01 1.23± 0.098

Table 1: Extracted m

A

from deuterium experiments. The first m

A

values are from the original
publications, the second m

A

values has been extracted using the BBBA05 parameterizations, the
third m

A

values has been extracted from the Olsson parameterization.
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Nucleon Axial Form Factor Using z-Expansion and Deuterium!
A. S. Meyer1,2,M. Betancourt2, R. Gran3, R. J. Hill1,4,5!

The University of Chicago1,Fermilab2, University of Minnesota Duluth3,TRIUMF4 and Perimeter5!

Background Subtraction

Fitting the Deuterium Data Using the 
z-Expansion

Introduction

 
Axial Form Factor from z-Expansion

•We perform a joint, shape-only chi-square fit to the ANL 1982, BNL 1981 and 
FNAL 1983  deuterium quasi elastic differential cross section data using the z-
Expansion axial form factor.!
•Each data set is allowed to independently float a normalization. !

!

Comparing Dipole and z-Expansion with 
MINERvA Data

Extracted mA from Deuterium 
Experiments

Summary

Lightning Introduction of z-Expansion
z-Expansion gives a model-independent description of the axial form factor

• Conformal mapping to bring Q

2 ! z for |z| < 1:

F

A

(z) =
1X

k

a

k

z

k

• Motivated by analyticity arguments

• Coe�cients shown to be bounded, decreasing

• Provides a prescription for introducing more parameters as data improves

• Allows quantification of systematic errors

• z-Expansion in incubator project for GENIE, target release v2.12

12 / 41

•We use the available deuterium data from ANL 1982 with 1737 events !
and energy peak at 0.5 GeV, BNL 1981 with 1138 events and energy !
peak at 1.6 GeV and FNAL 1983 with 362 events and high energy peak   !
20 GeV.!
•The following table shows the extracted mA from original!

 references, our extraction using original inputs parameters (old) !
and our extraction using present-day best values (new). !

•The z-Expansion is fit with four free parameters, plus an additional four parameter 
satisfying sum rules and one parameter to fix the FA(0)!
•Gaussian priors used on z-Expansion coefficients!
•Gaussian penalties: All the penalties have a central value around 0, motivated by 
bounds from perturbative QCD which require the coefficients to be bounded and 
decreasing!
•Sum rule applied to ensure !
•We use deuterium corrections from Singh (Nuclear Physics B36 (1972)).!

Deuterium Fitting

with Richard Hill, Rik Gran, Minerba Betancourt

Fitting done on deuterium bubble chamber data
(controlled nuclear e↵ects)

Three datasets (reference hyperlinks online):
• ANL 1982: 1737 events, 0.5GeV [peak]

• BNL 1981: 1138 events, 1.6 GeV [average]

• FNAL 1983: 362 events, 20 GeV [peak], 27 GeV [average]

PRELIMINARY shape-only fits to QE di↵erential cross section data

Results propagated to single nucleon QE total cross section

Gaussian priors used on z-Expansion coe�cients:
if (k  5) �k = 5, else �k = 25/k

Sum rule applied to ensure FA ⇠ 1/Q4 as Q2 ! 1
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•A model independent description of the axial form factor called !
    z-Expansion is derived in Phys. Rev. D84 (2011).!
• The formalism starts with the dispersion relation for the form factor !

!
!
!
    where                  and the integral starts at the three-pion                !
•Using a standard transformation !

!
!
    This transformation takes the kinematically allowed region                  !
 to  within                     . The figure illustrates the mapping !
!
!
!
!
!
!
!
!
!
where t0 is a free parameter and can be chosen for better convergence to z.!
•The form factor can be expressed as a power series in the new  
variable z!

!
!

•Advantages of z-Expansion:!
  Good convergence in small expansion parameters, which a q2 !
expansion cannot do and  better control over systematic errors. !
!
!

•z-Expansion is coded in GENIE with reweighing functionality for the error band, 
and can be implemented in any nuclear model!
•The MINERvA data (Phys. Rev. Lett. 111 (2013)) is compared to the axial form factor 
from dipole and Z-Expansion, both predictions of the differential cross section (axial 
form factor is an input) have been extracted using GENIE neutrino event generator  
with the relativistic Fermi gas model.!

quasielastic neutrino scattering, Q2 = −q2 ≥ 0. As discussed in the Introduction, an expansion
at q2 = 0 defines an “axial mass parameter” mA, via

FA(q
2) = FA(0)
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1 +
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m2
A

q2 + . . .

]

=⇒ mA ≡
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2FA(0)

F ′
A(0)

. (5)

Equivalently, we may define an “axial radius” rA, via

FA(q
2) = FA(0)
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r2A
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q2 + . . .

]

=⇒ rA ≡
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6F ′
A(0)

FA(0)
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The factors appearing in (5) and (6) are purely conventional, motivated by the dipole ansatz
(2), and by the analogous charge-radius definition for the vector form factors. Asymptotically,
perturbative QCD predicts [10, 11] a ∼ 1/Q4 scaling, up to logarithms, for the axial-vector
form factor. However, the region Q2 ! 1GeV2 is far from asymptotic, and the functional
dependence of FA(q2) remains poorly constrained at accessible neutrino energies.
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We proceed along lines similar to the vector form factor analysis in [9]. Recall the dispersion
relation for the form factor,

FA(t) =
1

π

∫ ∞

tcut

dt′
ImFA(t′ + i0)

t′ − t
, (7)

where t ≡ q2 and the integral starts at the three-pion cut, tcut = 9m2
π. We can make use

of this model-independent knowledge by noticing that the separation between the singular
region, t ≥ tcut, and the kinematically allowed physical region, t ≤ 0, implies the existence of
a small expansion parameter, |z| < 1. As illustrated in Fig. 1, by a standard transformation,
we map the domain of analyticity onto the unit circle in such a way that the physical region
is mapped onto an interval:

z(t, tcut, t0) =
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tcut − t−

√
tcut − t0√

tcut − t+
√
tcut − t0

, (8)
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of this model-independent knowledge by noticing that the separation between the singular
region, t ≥ tcut, and the kinematically allowed physical region, t ≤ 0, implies the existence of
a small expansion parameter, |z| < 1. As illustrated in Fig. 1, by a standard transformation,
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3

•We presented results for the z-Expansion using deuterium data.!
•Data from different experiments is compared against the dipole and z-Expansion 
axial form factors. !
•We present more realistic description of uncertainties in the axial form factor 
using a model independent fit.!
•The z-Expansion is available in GENIE and can be used for current and future 
neutrino experiments.

E(GeV )

I Phys. Rev. D23 (1981)!
II Phys. Rev. D26 (1982)!
III Phys. Rev. D28 (1983)!
!

I!
II!

•Quasi-elastic is described using the free nucleon formalism!
!
!
where s and u are the Mandelstam variables. A, B and C depend on the 
form factors F1, F2 and the axial form factor FA.!
•The F1, F2 are known from electron-nucleon scatterings. The dipole  
ansatz is used to describe the axial form factor !

 !
!

•Experiments with deuterium targets have employed this ansatz, 
obtaining a world average !

!

•Modern experiments using heavy targets, like carbon, from 
MiniBooNE reported a higher axial mass!
•Other experiments such as K2K, SciBar and MINOS find similar 
higher axial mass compared with the world average.!
•This work presents results of a new model-independent approach 
for the axial form factor applied to deuterium data.!

!
!
!
!
!
!
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z-Expansion
The z-Expansion (Bhattacharya, Hill, Paz arXiv:1108.0423
[hep-ph]) is a conformal mapping which takes the kinematically
allowed region (t  0) to within z = ±1
! For reference, later plots will have |z

max

| = 0.45
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⇡
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z-Expansion implemented in GENIE, to be released soon [autumn]
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t0 = 0 t0 = topt0 (1.0GeV2)

||FA||2/|FA(t0)| 1.5-1.7 1.9-2.3

||FA||∞/|FA(t0)| 1.0-1.4 1.4-1.8

Table 1: Typical bounds on the coefficient ratios
√

∑

k a
2
k/a

2
0 (first line of table) and |ak/a0|

(second line) in an axial-vector dominance ansatz. The range corresponds to the range 250−
600MeV for the a1 width and the range 1190− 1270MeV for the a1 mass.

where t0 is a free parameter representing the point mapping onto z = 0. Analyticity implies
that the form factor can be expressed as a power series in the new variable,

FA(q
2) =

∞
∑

k=0

akz(q
2)k . (9)

The coefficients ak are bounded in size, guaranteeing convergence of the series. Knowledge of
ImFA over the cut translates into information about the coefficients in the z expansion [9]. In
particular we have

a0 =
1

π

∫ π

0

dθReFA[t(θ) + i0] = FA(t0) ,

ak≥1 = −2

π

∫ π

0

dθ ImFA[t(θ) + i0] sin(kθ) =
2

π

∫ ∞

tcut

dt

t− t0

√

tcut − t0
t− tcut

ImFA(t) sin[kθ(t)] , (10)

where

t = t0 +
2(tcut − t0)

1− cos θ
≡ t(θ) . (11)

2.3 Coefficient bounds

For a given kinematic range 0 ≤ −t ≤ Q2
max, we can choose the free parameter t0 in

(8) to minimize the resulting maximum size of |z|. It is straightforward to see that the

“optimal” value of t0 is topt0 = tcut
(

1−
√

1 +Q2
max/tcut

)

, and for this value of t0, |z| ≤
[(1 + Q2

max/tcut)
1/4 − 1]/[(1 + Q2

max/tcut)
1/4 + 1]. For example, if the kinematic range is

Q2
max ! 1GeV2, then our expansion parameter is constrained to be |z| ! 0.2. Terms be-

yond linear order in the expansion are suppressed by |z|2 ! 0.04, etc., and are not tightly
constrained by current experimental data. This is the sense in which the slope of the form
factor (conventionally taken at q2 = 0) is essentially the only relevant shape parameter. The
effects of the higher order terms must of course be accounted for in assessing the uncertainty
on extracted observables. We now turn to this question.

The expansion coefficients appearing in (9) can be used to define norms,

||FA||p =
(

∑

k

|ak|p
)1/p

. (12)
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Curves are the cross sections for the single nucleon for the z-Expansion and Dipole 
fits, data are the cross sections on carbon from MiniBooNE and NOMAD 
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Deuterium best fit compared to data on Carbon

•The error band on the Z-Expansion 
prediction is extracted from the joint fit  to 
deuterium data using the same fit parameters 
as the above total cross section fit and the 
error band on the dipole prediction is from 
the world average axial mass extracted from 
deuterium data with mA=0.99 GeV/c2!

•The resulting cross section is higher with the 
best-fit z-Expansion parameters. The quality 
of the fit is similar, but the interpretation of 
the agreement and the presence of the multi-
nucleon effects in carbon might change.!

Differential Cross Section as a function of Q2

 J. Phys. G 28, R1 (2002) !

�

2/DOF 128/97
a1 2.25± 0.21
a2 �1.16± 0.38
a3 �4.2± 1.7
a4 4.6± 2.2

m

dipole

A

(ref) m

dipole

A

(old) m

dipole

A

(new)
BNL 1981 1.07(6) 1.09(6) 1.06(6)
ANL 1982 0.95(9) 1.08(6) 1.05(6)
FNAL 1983 1.05±0.12

0.16 1.20(10) 1.17(10)

2

MiniBooNE: Phys. Rev. D 81 (2010) !
NOMAD: Eur. Phys. J. C 63 (2009)

g

A

= 1.23 and muon mass was included. BBBA05 uses F
p

= 2M2
FA

Q

2+M

2
⇡
.

Olsson F

p

= 0.
Nuclear corrections for all the data sets

Ignoring the first bin for ANL 1977, 1973 and FNAL 1983, but not for BNL1981.

m

A

(papers) m

A

(BBBA05) m

A

(Olsson) m

A

ANL 1982 1.00± 0.05 1.03± 0.06 1.07±0.06 1.09± 0.06
BNL 1981 1.07± 0.06 1.04± 0.06 1.07±0.06 1.099±0.058
FNAL 1983 1.05±0.12

0.16 1.17± 0.11 1.20± 0.01 1.23± 0.098

Table 1: Extracted m

A

from deuterium experiments. The first m

A

values are from the original
publications, the second m

A

values has been extracted using the BBBA05 parameterizations, the
third m

A

values has been extracted from the Olsson parameterization.

m

A

(papers) m

A

(BBBA05) m

A

(Olsson)
BNL 1981 1.07± 0.06 1.04± 0.06 1.07±0.06
ANL 1982 1.00± 0.05 1.03± 0.06 1.07±0.06
FNAL 1983 1.05±0.12

0.16 1.17± 0.11 1.20± 0.01

�

2/DOF 168/122
m

A

1.05(4)

1

�

2/DOF 167/119
a1 2.36+0.21

�0.19

a2 �0.61+0.42
�0.39

a3 �5.4+1.6
�1.7

a4 5.2�2.2
+2.5

m

dipole

A

(ref) m

dipole

A

(old) m

dipole

A

(new)
BNL 1981 1.07(6) 1.09(6) 1.06(6)
ANL 1982 0.95(9) 1.08(6) 1.05(6)
FNAL 1983 1.05±0.12

0.16 1.20(10) 1.17(10)

2

Propagate errors to nuclear cross sections 

Fit to Minerva carbon data

z expansion constrained by deuterium

“world average dipole”

[Minerva PRL 111, 022502 (2013)]

New module for z 
expansion and reweighting 
in GENIE event generator

⟹ Robust constraints on nuclear parameters (cf. parton 
distribution function determination at colliders)

⟹ Robust errors propagated to oscillation observables

PRELIMINARY (poster of M. Betancourt, NUINT15)

(example: backup slide)
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Realistic error bars for FA(q2) from deuterium are significant

Model dependence in deuteron corrections (and possibly issues with 
experimental systematics)

Q2 [GeV2]

d� dQ
2
[1
0�

3
8
cm

2
G
eV

�
2
]

neutrino-deuteron cross section (E=1 GeV)

assumed in existing world averages

modern potential model: Shen, 
Marcucci, Carlson, Gandolfi (1205.4337)

R. Hill                                                                                                                              2016 Aspen Winter Conference

An unsatisfactory situation. 

( Important impacts beyond long baseline ν’s:  0νββ,  muon capture, … )

free neutron
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Lattice QCD can constrain nucleon-level amplitudes from first principles

A prime target is the nucleon axial form factor

n p

e-νe

Need lighter quarks, bigger and finer lattices

N

f

= 2+1 Nucleon and Pion Form Factors

0 1 2 3 4 5 6
0
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G
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Figure 4: (upper left) Nucleon isovector axial form factors using 3 pion masses at 875, 580 and 450 MeV.
The lowest gray band is the extrapolation to the physical pion mass. The dashed line is a dipole form using
M

A

= 1.03(2) GeV extending beyond the Q

2 region of the available experimental data. g

A

(upper right) and

M

N

q
r

2
A

(lower left) obtained from the same ensembles, and comparisons with previous N

f

= 2+1 results.
(lower right) Polarized distribution in a longitudinally polarized neutron.

factors G

n

E

only known to 1.5 GeV2; thus a majority of the form-factor inputs are based on extrap-
olation to larger Q

2 region. Note that the asymmetry in the distribution for a polarized nucleon
is due to the relativistic effect of boosting the magnetic moment of the baryon. This induces an
electric dipole moment that shifts the charge distribution.

2.2 Nucleon Axial Form Factors

A similar approach can be applied to nucleon axial form factors, where experiments mostly de-
rive results from neutron beta decay or pion form factors where various theoretical models predict
a wide range of possibilities for the large-Q2 region. The upper-left graph of Fig. 4 shows the pre-
liminary results for the isovector axial form factors using ensembles with 3 different pion masses.
The data are simultaneously extrapolated in pion mass and Q

2 (as were the EM form factors). The
lowest gray band is the result at physical pion mass, and the dashed line is the dipole form with best
fit to the experimental data (M

A

= 1.026(21) GeV [26]).1 The nucleon axial coupling constants are

1The M

A

value used here is obtained from a weighted average of M

A

from (quasi)elastic neutrino and antineutrino
scattering experiments only. Ref. [26] also analyzed weighted values from charged pion electroproduction experiments

8

Lattice QCD is poised to compete with deuterium data.

�(⌫n ! ep) = | · · ·FA(q
2) · · · |2

dFA

dq2

����
q2=0

/ r2A

(unphysical) pion mass

compilation from 
Lin and Cohen 1104.4319

illustrative: 
dipole mA=1.0(1) 

deuterium

R. Hill                                                                                                                              2016 Aspen Winter Conference
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3

5. The analyticity method proposed here is interesting. What are potential pitfalls when applied in finite volume and with
non-zero lattice spacing?

As in B physics, we intend to apply the z expansion to a continuum-limit fit of the lattice data. Note that HPQCD has used
a “modified z expansion” combining the z expansion with the continuum extrapolation. Their results are consistent with
our two-step approach in, e.g., the B ! Kll rare semileptonic decay.

Because the spectrum is discrete in a finite volume, the cut in the q2 plane becomes a (dense) series of poles. Even so, the
non-analyticity remains on the real axis for q2 � 4M2

p . The salient feature of the conformal mapping from z to q2 is that it
maps the non-analytic region onto the unit circle, and the rest of the real axis on the line segment |z|< 1. These properties
are not altered if one has a series of poles instead of a cut.

6. The other known, large, systematic error in nucleon structure calculations is excited state contamination. It is reasonable
to expect (much) larger effects with staggered fermions due to extra flavor degrees of freedom. How will your study address
this? What are your source-operator-sink separations (in physical units)?

A striking feature of staggered-fermion correlators is the presence of a tower of opposite-parity states with oscillating time
dependence (�1)1+t/ae�m0

nt instead of the e�mnt behavior of the usual tower of radial excitations. These oscillating states
are not a big problem, in practice, because a fitter can easily distinguish a zig-zag from a smooth function.

In addition, the operators we propose to use to compute FA(q2) couple to D baryons as well as nucleons. We plan to
separate these contributions with a variational analysis of the proposed 4⇥4 matrix correlator. We have experience with
the variation analyses, in the presence of oscillating states, from the Ds spectrum, computed with clover charm and HISQ
strange quarks [21].

If needed, we can also compute a two-point correlation function that contains a D of a different taste but no nucleon.
Because the taste splittings with HISQ are small, this correlator can be used to set a prior for the mass of the lowest-lying
D in our correlators.

Finally, because the HISQ inverters are fast and the boxes are big, it is feasible to increase statistics, where needed, to
obtain very precise correlators. Sufficient precision at the outset will enable the rest of the analysis, in particular controlling
excited states.

FIG. 2. Summary of gA calculations worldwide in the L-Mp L plane.

The Nucleon Axial-Vector Form Factor at the Physical Point
with the HISQ Ensembles

A. Bazavov, C. Bernard, N. Brown, C. DeTar, Daping Du, A. X. El-Khadra, E. D. Freeland,
E. Gámiz, Steven Gottlieb, U. M. Heller, R. J. Hill, J. Komijani, A. S. Kronfeld,⇤ J. Laiho,

Ruizi Li, P. B. Mackenzie, D. Mohler, A. S. Meyer,† C. Monahan, E. T. Neil, Heechang Na,
J. Osborn, T. Primer, J. Simone, R. Sugar, D. Toussaint, R. S. Van de Water, and Ran Zhou

(Fermilab Lattice and MILC Collaborations)
(Dated: April 24, 2015)

RESPONSES TO SPC QUESTIONS

1. The dominant systematic in gA lattice calculations is likely not discretization errors. Is there a strong motivation for
staggered calculations given the many large scale studies with different lattice fermions already available both in the US
and around the world?
The principal motivation for a HISQ-on-HISQ calculation is to circumvent the chiral extrapolation. As shown in Fig. 1,
all other calculations (of which we are aware) have at most one ensemble with physical sea and physical valence masses.
We propose to use three lattice spacings at the physical point, so we can check how large the discretization effects are.
Two projects from the LHP Collaboration reach the physical point. One of these uses BMW configurations but at only
one lattice spacing. The other uses, in the most part, RBC/UKQCD configurations with Mp � 300 MeV, a ⇡ 0.06 fm,
supplemented by 20 configurations of a physical-point, a ⇡ 0.11 fm ensemble.

FIG. 1. Summary of gA calculations worldwide in the M2
p -a plane, showing only those with n f = 2+1 [1–8] and 2+1+1 sea quarks [9–12].

With HISQ the tastes of staggered pions have small splitting. Parameters for the BMW ensembles are taken from Ref. [13].

⇤ ask@fnal.gov
† asmeyer2012@uchicago.edu

A. Meyer,  RJH, A. Kronfeld, Fermilab lattice and MILC collaborations

Big lattices, multiple spacings, physical quark masses

Other targets: neutral currents; resonance couplings and form 
factors; pion final states

Advantages: independent of detector-dependent radiative corrections and 
nuclear effects (and for lattice QCD: no underground safety hazard)

m⇡[MeV] L[fm]

a[
fm

]

m
⇡
L

Lattice Extent vs. Pion MassPion mass vs. lattice spacing
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Consider related process: elastic electron-proton scattering: 

Figu
re 3:
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chargedWIMPannihilation,theprocesshasatreelevelcontribution.Includingthetreevertexwith

counterterms,togetherwiththeloopdiagramsofFig.3,
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Do we understand this problem with controllable uncertainties? 

nucleus p

- inputs to neutrino cross sections (vector form factors)
- a proving ground for both theory and experiment
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Look at related process: elastic electron-proton scattering: 

Figu
re 3:
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Figure3:DiagramscontributingtomatchingforchargedWIMPs.Wavylinesarephotons,zigzag

linesareW
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chargedWIMPannihilation,theprocesshasatreelevelcontribution.Includingthetreevertexwith

counterterms,togetherwiththeloopdiagramsofFig.3,
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Do we understand this problem with controllable uncertainties? 

nontrivial flux of
neutrinos monoenergetic flux 

of electrons

nucleus p

- inputs to neutrino cross sections (vector form factors)
- a proving ground for both theory and experiment
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Look at related process: elastic electron-proton scattering: 

Figu
re 3:
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Do we understand this problem with controllable uncertainties? 

complex nucleus:
40Ar, 12C, 16O, …

isolated proton at rest

nucleus p

- inputs to neutrino cross sections (vector form factors)
- a proving ground for both theory and experiment

nontrivial flux of
neutrinos monoenergetic flux 

of electrons
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Do we understand this problem with controllable uncertainties? 

complex nucleus:
40Ar, 12C, 16O, …

isolated proton at rest

nucleus p

- inputs to neutrino cross sections (vector form factors)
- a proving ground for both theory and experiment

nontrivial flux of
neutrinos monoenergetic flux 

of electrons
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Some facts about the Rydberg constant puzzle (a.k.a. 
proton radius puzzle) 

1) It has generated a lot of 
attention and controversy

2) The most mundane resolution necessitates:
• 5σ shift in fundamental Rydberg constant
• discarding or revising decades of results in 
e-p scattering and hydrogen spectroscopy

R. Hill                                                                                                                              2016 Aspen Winter Conference
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Some facts about the Rydberg constant puzzle (a.k.a. 
proton radius puzzle) 

1) It has generated a lot of 
attention and controversy

2) The most mundane resolution necessitates:
• 5σ shift in fundamental Rydberg constant
• discarding or revising decades of results in 
e-p scattering and hydrogen spectroscopy

3) Systematic effects in electron-proton 
scattering impact neutrino-nucleus scattering, 
at a level large compared to DUNE precision 
requirements

This is HEP’s problem:

R. Hill                                                                                                                              2016 Aspen Winter Conference
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FIG. 9: Illustrative fit with modified radiative corrections
given by Eq. (41) using �E = 10MeV. Lower and upper
dashed blue lines correspond to the plus sign and minus sign
in Eq. (41), respectively. Fits are for the 657 point rebinned
A1 MAMI dataset with 0.3–0.4% uncorrelated systematic un-
certainties using the z expansion with t

0

= 0, Gaussian priors
with |ak|max

= |bk|max

/µp = 5, k
max

= 12. Black solid lines
reproduce the curves in Fig. 6. For orientation, the dash-
dotted red line indicates the muonic hydrogen value for rE .

are fixed by infrared divergences whose form is dictated
by soft photon theorems [75]. Equivalently, an e↵ective
theory renormalization analysis between hard (⇠ Q) and
soft (⇠ me) scales determines the relevant Sudakov form
factor. However, in practice �E can be large compared
to me, introducing another scale into the problem, and
associated large logarithms not captured by the naive ex-
ponentiation of one-loop corrections. A complete analy-
sis is outside the scope of the present paper, but to illus-
trate the potential impact, let us consider in place of the
ansatz that makes the replacement (31) in Eq. (29), the
following expressions:
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These expressions agree with the known corrections
through one-loop order, and resum the leading loga-
rithms to all orders in perturbation theory when there
is only one large ratio of scales.

Fig. 9 illustrates the impact of applying the correction
on the right hand side of Eq. (41) in place of the ansatz

(31). For definiteness, the plot takes �E = 10MeV.
As indicated in the figure, the shifts in the radii under
this correction are a factor ⇠ 2–3 larger than those al-
lowed in Table IX, which considered corrections vary-
ing by 0.5% over beam-energy/spectrometer combina-
tions. The variation of the correction (41) over beam-
energy/spectrometer combinations (i.e., the magnitude
of a in Eq. (35)) ranges between 0.9% and 2.6%, with an
average 1.5%.
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FIG. 10: Statistical error on rE (bottom, red squares) and rM

(top, blue circles) as a function of Q2

max

. Solid symbols are
for the 1422 point A1 MAMI dataset, and open symbols are
for the world cross section and polarization dataset. Fits use
the z expansion with t

0

= 0, Gaussian priors with |ak|max

=
|bk|max

/µp = 5, k
max

= 12.

A global analysis combining Mainz and other world
data will artificially favor the Mainz data, as the un-
certainties associated with each cross section measure-
ment include only a small part of the total uncertainty.
Thus, we provide best fit values separately for our anal-
yses of Mainz and world data. To determine an opti-
mal Q

2

max

, Fig. 10 illustrates the statistical uncertainty
on rE and rM found using our default fit both to the
1422 point Mainz dataset and to the world dataset. For
the Mainz data, the uncertainty is minimized by tak-
ing Q

2

max

& 0.5 GeV2, with negligible improvement be-
yond this point. In order to maximize the statistical
power of the data, while minimizing potential system-
atic e↵ects in higher Q

2 data, we take for definiteness
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/µp = 5, k
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reproduce the curves in Fig. 6. For orientation, the dash-
dotted red line indicates the muonic hydrogen value for rE .

are fixed by infrared divergences whose form is dictated
by soft photon theorems [75]. Equivalently, an e↵ective
theory renormalization analysis between hard (⇠ Q) and
soft (⇠ me) scales determines the relevant Sudakov form
factor. However, in practice �E can be large compared
to me, introducing another scale into the problem, and
associated large logarithms not captured by the naive ex-
ponentiation of one-loop corrections. A complete analy-
sis is outside the scope of the present paper, but to illus-
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These expressions agree with the known corrections
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rithms to all orders in perturbation theory when there
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on the right hand side of Eq. (41) in place of the ansatz

(31). For definiteness, the plot takes �E = 10MeV.
As indicated in the figure, the shifts in the radii under
this correction are a factor ⇠ 2–3 larger than those al-
lowed in Table IX, which considered corrections vary-
ing by 0.5% over beam-energy/spectrometer combina-
tions. The variation of the correction (41) over beam-
energy/spectrometer combinations (i.e., the magnitude
of a in Eq. (35)) ranges between 0.9% and 2.6%, with an
average 1.5%.

D. Final radius extractions

Q

2

max

[GeV2]
�
r
[f
m

]

FIG. 10: Statistical error on rE (bottom, red squares) and rM

(top, blue circles) as a function of Q2

max

. Solid symbols are
for the 1422 point A1 MAMI dataset, and open symbols are
for the world cross section and polarization dataset. Fits use
the z expansion with t

0

= 0, Gaussian priors with |ak|max

=
|bk|max

/µp = 5, k
max

= 12.

A global analysis combining Mainz and other world
data will artificially favor the Mainz data, as the un-
certainties associated with each cross section measure-
ment include only a small part of the total uncertainty.
Thus, we provide best fit values separately for our anal-
yses of Mainz and world data. To determine an opti-
mal Q

2

max

, Fig. 10 illustrates the statistical uncertainty
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atic e↵ects in higher Q
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New analysis: G. Lee, J. Arrington, RJH 1505.01489
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Figure 3: Diagrams contributing to matching for charged WIMPs. Wavy lines are photons, zigzag
lines are W± bosons, and the inclusion of diagrams where internal photon lines are replaced by Z0

boson lines is implied.

charged WIMP annihilation, the process has a tree level contribution. Including the tree vertex with

counterterms, together with the loop diagrams of Fig. 3,
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The renormalization constant Z�
2

is inherited from the electroweak symmetric Lagrangian (2) and

ZW
1

, ZW
2

are field and coupling renormalization factors for the SU(2) gauge field [77].6

Let us briefly review the renormalization for the scalar triplet. The 1PI two point functions for

6Following the conventions of [77], bare Lagrangian fields and parameters are given by (W a
µ )

bare = (ZW
2 )1/2W a

µ ,

gbare2 = ZW
1 (ZW

2 )�3/2g2.

11

World e-p scattering dominated by 2010 
MAMI A1 dataset: 0 < Q2 < 1 GeV2 
( |z|<0.32 )

- Unexpected Q2 dependence of extracted radius, and potentially large 
radiative corrections 
- For both e-p and ν-N: large logarithms upset naive perturbation theory

- Work in progress to implement complete radiative corrections

1σ

dFE

dq2
/ r2E

electric 
form factor
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FIG. 9: Illustrative fit with modified radiative corrections
given by Eq. (41) using �E = 10MeV. Lower and upper
dashed blue lines correspond to the plus sign and minus sign
in Eq. (41), respectively. Fits are for the 657 point rebinned
A1 MAMI dataset with 0.3–0.4% uncorrelated systematic un-
certainties using the z expansion with t

0

= 0, Gaussian priors
with |ak|max

= |bk|max

/µp = 5, k
max

= 12. Black solid lines
reproduce the curves in Fig. 6. For orientation, the dash-
dotted red line indicates the muonic hydrogen value for rE .
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theory renormalization analysis between hard (⇠ Q) and
soft (⇠ me) scales determines the relevant Sudakov form
factor. However, in practice �E can be large compared
to me, introducing another scale into the problem, and
associated large logarithms not captured by the naive ex-
ponentiation of one-loop corrections. A complete analy-
sis is outside the scope of the present paper, but to illus-
trate the potential impact, let us consider in place of the
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A1 MAMI dataset with 0.3–0.4% uncorrelated systematic un-
certainties using the z expansion with t

0

= 0, Gaussian priors
with |ak|max

= |bk|max

/µp = 5, k
max

= 12. Black solid lines
reproduce the curves in Fig. 6. For orientation, the dash-
dotted red line indicates the muonic hydrogen value for rE .

are fixed by infrared divergences whose form is dictated
by soft photon theorems [75]. Equivalently, an e↵ective
theory renormalization analysis between hard (⇠ Q) and
soft (⇠ me) scales determines the relevant Sudakov form
factor. However, in practice �E can be large compared
to me, introducing another scale into the problem, and
associated large logarithms not captured by the naive ex-
ponentiation of one-loop corrections. A complete analy-
sis is outside the scope of the present paper, but to illus-
trate the potential impact, let us consider in place of the
ansatz that makes the replacement (31) in Eq. (29), the
following expressions:
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These expressions agree with the known corrections
through one-loop order, and resum the leading loga-
rithms to all orders in perturbation theory when there
is only one large ratio of scales.

Fig. 9 illustrates the impact of applying the correction
on the right hand side of Eq. (41) in place of the ansatz

(31). For definiteness, the plot takes �E = 10MeV.
As indicated in the figure, the shifts in the radii under
this correction are a factor ⇠ 2–3 larger than those al-
lowed in Table IX, which considered corrections vary-
ing by 0.5% over beam-energy/spectrometer combina-
tions. The variation of the correction (41) over beam-
energy/spectrometer combinations (i.e., the magnitude
of a in Eq. (35)) ranges between 0.9% and 2.6%, with an
average 1.5%.
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A global analysis combining Mainz and other world
data will artificially favor the Mainz data, as the un-
certainties associated with each cross section measure-
ment include only a small part of the total uncertainty.
Thus, we provide best fit values separately for our anal-
yses of Mainz and world data. To determine an opti-
mal Q

2

max

, Fig. 10 illustrates the statistical uncertainty
on rE and rM found using our default fit both to the
1422 point Mainz dataset and to the world dataset. For
the Mainz data, the uncertainty is minimized by tak-
ing Q

2

max

& 0.5 GeV2, with negligible improvement be-
yond this point. In order to maximize the statistical
power of the data, while minimizing potential system-
atic e↵ects in higher Q

2 data, we take for definiteness

New analysis: G. Lee, J. Arrington, RJH 1505.01489
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Figure 3: Diagrams contributing to matching for charged WIMPs. Wavy lines are photons, zigzag
lines are W± bosons, and the inclusion of diagrams where internal photon lines are replaced by Z0

boson lines is implied.

charged WIMP annihilation, the process has a tree level contribution. Including the tree vertex with

counterterms, together with the loop diagrams of Fig. 3,
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are fixed by infrared divergences whose form is dictated
by soft photon theorems [75]. Equivalently, an e↵ective
theory renormalization analysis between hard (⇠ Q) and
soft (⇠ me) scales determines the relevant Sudakov form
factor. However, in practice �E can be large compared
to me, introducing another scale into the problem, and
associated large logarithms not captured by the naive ex-
ponentiation of one-loop corrections. A complete analy-
sis is outside the scope of the present paper, but to illus-
trate the potential impact, let us consider in place of the
ansatz that makes the replacement (31) in Eq. (29), the
following expressions:
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These expressions agree with the known corrections
through one-loop order, and resum the leading loga-
rithms to all orders in perturbation theory when there
is only one large ratio of scales.

Fig. 9 illustrates the impact of applying the correction
on the right hand side of Eq. (41) in place of the ansatz

(31). For definiteness, the plot takes �E = 10MeV.
As indicated in the figure, the shifts in the radii under
this correction are a factor ⇠ 2–3 larger than those al-
lowed in Table IX, which considered corrections vary-
ing by 0.5% over beam-energy/spectrometer combina-
tions. The variation of the correction (41) over beam-
energy/spectrometer combinations (i.e., the magnitude
of a in Eq. (35)) ranges between 0.9% and 2.6%, with an
average 1.5%.
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A global analysis combining Mainz and other world
data will artificially favor the Mainz data, as the un-
certainties associated with each cross section measure-
ment include only a small part of the total uncertainty.
Thus, we provide best fit values separately for our anal-
yses of Mainz and world data. To determine an opti-
mal Q
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, Fig. 10 illustrates the statistical uncertainty
on rE and rM found using our default fit both to the
1422 point Mainz dataset and to the world dataset. For
the Mainz data, the uncertainty is minimized by tak-
ing Q

2
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& 0.5 GeV2, with negligible improvement be-
yond this point. In order to maximize the statistical
power of the data, while minimizing potential system-
atic e↵ects in higher Q

2 data, we take for definiteness
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are fixed by infrared divergences whose form is dictated
by soft photon theorems [75]. Equivalently, an e↵ective
theory renormalization analysis between hard (⇠ Q) and
soft (⇠ me) scales determines the relevant Sudakov form
factor. However, in practice �E can be large compared
to me, introducing another scale into the problem, and
associated large logarithms not captured by the naive ex-
ponentiation of one-loop corrections. A complete analy-
sis is outside the scope of the present paper, but to illus-
trate the potential impact, let us consider in place of the
ansatz that makes the replacement (31) in Eq. (29), the
following expressions:
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These expressions agree with the known corrections
through one-loop order, and resum the leading loga-
rithms to all orders in perturbation theory when there
is only one large ratio of scales.

Fig. 9 illustrates the impact of applying the correction
on the right hand side of Eq. (41) in place of the ansatz

(31). For definiteness, the plot takes �E = 10MeV.
As indicated in the figure, the shifts in the radii under
this correction are a factor ⇠ 2–3 larger than those al-
lowed in Table IX, which considered corrections vary-
ing by 0.5% over beam-energy/spectrometer combina-
tions. The variation of the correction (41) over beam-
energy/spectrometer combinations (i.e., the magnitude
of a in Eq. (35)) ranges between 0.9% and 2.6%, with an
average 1.5%.
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ment include only a small part of the total uncertainty.
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yses of Mainz and world data. To determine an opti-
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, Fig. 10 illustrates the statistical uncertainty
on rE and rM found using our default fit both to the
1422 point Mainz dataset and to the world dataset. For
the Mainz data, the uncertainty is minimized by tak-
ing Q
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& 0.5 GeV2, with negligible improvement be-
yond this point. In order to maximize the statistical
power of the data, while minimizing potential system-
atic e↵ects in higher Q

2 data, we take for definiteness
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Figure 3: Diagrams contributing to matching for charged WIMPs. Wavy lines are photons, zigzag
lines are W± bosons, and the inclusion of diagrams where internal photon lines are replaced by Z0

boson lines is implied.

charged WIMP annihilation, the process has a tree level contribution. Including the tree vertex with

counterterms, together with the loop diagrams of Fig. 3,
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A systematic framework is being constructed to map elementary-target/
lattice data through to oscillation observables

ν

Perturbative 
QFT

Nuclear 
physics

Event generation and 
detector modeling

Precision 
hadron
physics

Much to do, and much to learn!

CP violation

mass hierarchy

sterile ν

proton decay

…

Lattice QCD
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Cross sections key to discoveries in the neutrino sector

Particle theory has a critical role to play     
- precision hadron physics: building on CKM studies

- radiative corrections: renormalization, soft-collinear effective theory

- lattice QCD

Important connections: other intensity frontier initiatives

- lattice QCD & baryons:  neutrinos, DM, proton radius puzzle, nEDM, …

- radiative corrections: neutrinos, g-2, proton radius puzzle, CKM, …

- nuclear effects and hadronic final state: energy reconstruction in ν-N 
scattering; atmospheric bkgd. to proton decay, … 

R. Hill                                                                                                                              2016 Aspen Winter Conference
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Additional states in the dark sector

singlet-doublet (e.g., bino-higgsino) 

interplay of mass-suppressed (tree level) and loop 
suppressed contributions

4

0-0.2 0.210-47

10-45

10-43

pure singlet pure doublet
pert
had

0.01

0.1 1

0.1
0.01

-4 -2 0 2 4 6 8 1010-50

10-49

10-48

10-47

10-46

10-45

0-0.2 0.2
10-47
10-45
10-43

pure triplet

pure doubletpert
had

0.01

0.1
1

0.1
0.01

-4 -2 0 2 4 6 8 1010-50

10-49

10-48

10-47

10-46

10-45

�/[(4⇡)2mW ]

�
S
I
(c
m

2
)

�
S
I
(c
m

2
)

FIG. 4: SI cross sections for low-velocity scattering on the
proton for the singlet-doublet and doublet-triplet admix-
tures, as a function of the mass splitting between pure-
state constituents, �/[(4⇡)2mW ] (in conveniently cho-
sen units such that interesting features of the curves with
di↵erent  may be displayed on the same scale). We in-
dicate pure case limits and label each curve with the 
value used. Inset plots use the same units.

presence of a scale separation M,M 0 � mW , im-
plies that the partner state contributes at leading
order when |�| . mW , or more precisely |�| .
mW (4⇡)2. Within this regime, the purely spin-
0 contributions from tree-level Higgs exchange can
dominate (cf. [18]). However, when mW /� suppres-
sion is significant, loop-induced contributions become
relevant, and the opposite signs of spin-0 and spin-2
amplitudes lead to cancellations in the -� plane. In
the decoupling limit of SUSY,  depends on t� and
the sign of µ, taking values   tan ✓W /2 (  1/2)
for a bino-higgsino (wino-higgsino) mixture.

Extended gauge and Higgs sectors. A sim-
ple dimensional estimate of the pure-state cross sec-
tion yields �SI ⇠ (↵2mN/mW )4 ⇠ 10�45 cm2 [25].
However, destructive interference between spin-0 and
spin-2 amplitudes leads to anomalously small cross
sections. The degree of cancellation depends on SM
parameters such as mh in Fig. 2, and on the choice
of WIMP quantum numbers. Extending our compu-
tation to pure states of arbitrary isospin, J , and hy-
percharge, Y , the resulting cross section is minimum
for (J, Y ) = ( 12 ,

1
2 ) corresponding to the doublet, and
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FIG. 5: SI cross sections for low-velocity scattering on
the proton as a function of ⌘ ⌘ t� cos(� � ↵), for pure
states with quantum numbers (J, Y ) indicated. The re-
gions |⌘|, |⌘ � 2| . 0.5 are phenomenologically allowed.
Cross sections assuming only a SM-like Higgs are at ⌘ = 0.

increases for larger J at fixed Y ; e.g., the result for

Y = 0 is �(J,0)
SI = [J(J + 1)/2]2�T

SI.

Additional structure in the Higgs sector may also
have impact. We illustrate this with a second CP-
even Higgs of mass mH > mh = 126GeV, aris-
ing in the context of the type-II two-Higgs-doublet
model. Upon including diagrams with both Higgses,
we obtain pure-state cross sections in terms of mH ,
t� ⌘ tan� and ⌘ ⌘ t� cos(� � ↵) (choosing vari-
ables suitable for parameterizing departures from the
“alignment limit” [15]). For t� � 1 and |⌘|  O(1),
the couplings of the SM-like Higgs to W±, Z0, u, c, t
are given by 1 + O(1/t2�), while those to d, s, b are

given by (1� ⌘) +O(1/t2�), measured relative to SM
values. Existing phenomenological constraints are
not sensitive to the sign of the latter, allowing for
values ⌘ ⇡ 0, 2 where the magnitude is near the SM
value. Figure 5 shows cross section predictions for
pure states with quantum numbers (J, Y ) indicated,
including (2, 0), the smallest representation for which
WIMP decay by dimension five operators is forbidden
by gauge invariance [16]. The results do not change
appreciably for mH & 500 and t� & 5 since the lead-
ing corrections are proportional to ⌘(1 � m2

h/m
2
H)

with subleading corrections of O(1/t2�).

Discussion. We constructed the EFT for heavy
WIMPs interacting with SM gauge and Higgs bosons,
and used it to compute predictions with minimal
model dependence for cross sections to be probed
in future DM search experiments. We presented
absolute predictions for WIMPs transforming un-
der irreducible representations of SU(2)W ⇥ U(1)Y
(Fig. 2), and considered the impact of additional
WIMPs (Fig. 4) and of an extended Higgs sector
(Fig. 5). We also demonstrated the significance of
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sen units such that interesting features of the curves with
di↵erent  may be displayed on the same scale). We in-
dicate pure case limits and label each curve with the 
value used. Inset plots use the same units.

presence of a scale separation M,M 0 � mW , im-
plies that the partner state contributes at leading
order when |�| . mW , or more precisely |�| .
mW (4⇡)2. Within this regime, the purely spin-
0 contributions from tree-level Higgs exchange can
dominate (cf. [18]). However, when mW /� suppres-
sion is significant, loop-induced contributions become
relevant, and the opposite signs of spin-0 and spin-2
amplitudes lead to cancellations in the -� plane. In
the decoupling limit of SUSY,  depends on t� and
the sign of µ, taking values   tan ✓W /2 (  1/2)
for a bino-higgsino (wino-higgsino) mixture.

Extended gauge and Higgs sectors. A sim-
ple dimensional estimate of the pure-state cross sec-
tion yields �SI ⇠ (↵2mN/mW )4 ⇠ 10�45 cm2 [25].
However, destructive interference between spin-0 and
spin-2 amplitudes leads to anomalously small cross
sections. The degree of cancellation depends on SM
parameters such as mh in Fig. 2, and on the choice
of WIMP quantum numbers. Extending our compu-
tation to pure states of arbitrary isospin, J , and hy-
percharge, Y , the resulting cross section is minimum
for (J, Y ) = ( 12 ,
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increases for larger J at fixed Y ; e.g., the result for

Y = 0 is �(J,0)
SI = [J(J + 1)/2]2�T

SI.

Additional structure in the Higgs sector may also
have impact. We illustrate this with a second CP-
even Higgs of mass mH > mh = 126GeV, aris-
ing in the context of the type-II two-Higgs-doublet
model. Upon including diagrams with both Higgses,
we obtain pure-state cross sections in terms of mH ,
t� ⌘ tan� and ⌘ ⌘ t� cos(� � ↵) (choosing vari-
ables suitable for parameterizing departures from the
“alignment limit” [15]). For t� � 1 and |⌘|  O(1),
the couplings of the SM-like Higgs to W±, Z0, u, c, t
are given by 1 + O(1/t2�), while those to d, s, b are

given by (1� ⌘) +O(1/t2�), measured relative to SM
values. Existing phenomenological constraints are
not sensitive to the sign of the latter, allowing for
values ⌘ ⇡ 0, 2 where the magnitude is near the SM
value. Figure 5 shows cross section predictions for
pure states with quantum numbers (J, Y ) indicated,
including (2, 0), the smallest representation for which
WIMP decay by dimension five operators is forbidden
by gauge invariance [16]. The results do not change
appreciably for mH & 500 and t� & 5 since the lead-
ing corrections are proportional to ⌘(1 � m2

h/m
2
H)

with subleading corrections of O(1/t2�).

Discussion. We constructed the EFT for heavy
WIMPs interacting with SM gauge and Higgs bosons,
and used it to compute predictions with minimal
model dependence for cross sections to be probed
in future DM search experiments. We presented
absolute predictions for WIMPs transforming un-
der irreducible representations of SU(2)W ⇥ U(1)Y
(Fig. 2), and considered the impact of additional
WIMPs (Fig. 4) and of an extended Higgs sector
(Fig. 5). We also demonstrated the significance of

triplet-doublet (e.g., wino-higgsino) 

Δ: mass splitting of multiplets, in units where tree/
loop crossover occurs at ~1
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experimental landscape: electron-proton scattering
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Sample application of elementary target data: constrain and validate nuclear models

Can we constrain a simple nuclear model for two-body contributions ?

4

Q2
QE (GeV2) I II III IV V VI Total

0.0 � 0.025 0.06 0.04 0.02 0.04 0.09 0.03 0.13

0.025 � 0.05 0.06 0.03 0.02 0.03 0.09 0.02 0.12

0.05 � 0.1 0.06 0.03 0.02 0.03 0.09 0.02 0.12

0.1 � 0.2 0.06 0.03 0.03 0.02 0.09 0.02 0.11

0.2 � 0.4 0.05 0.02 0.03 0.03 0.09 0.01 0.11

0.4 � 0.8 0.05 0.03 0.04 0.04 0.09 0.01 0.13

0.8 � 1.2 0.08 0.07 0.07 0.15 0.09 0.02 0.22

1.2 � 2.0 0.12 0.07 0.07 0.16 0.09 0.02 0.24

TABLE I: Fractional systematic uncertainties on d�/dQ2
QE

associated with (I) muon reconstruction, (II) recoil recon-
struction, (III) neutrino interaction models, (IV) final state
interactions, (V) flux and (VI) other sources. The rightmost
column shows the total fractional systematic uncertainty due
to all sources.

Q2
QE Cross-section Fraction of

(GeV2) (10�38cm2/GeV2/neutron) Cross-section (%)

0.0 � 0.025 0.761 ± 0.035 ± 0.097 2.15 ± 0.10 ± 0.17

0.025 � 0.05 1.146 ± 0.047 ± 0.137 3.24 ± 0.13 ± 0.22

0.05 � 0.1 1.343 ± 0.034 ± 0.156 7.60 ± 0.19 ± 0.50

0.1 � 0.2 1.490 ± 0.028 ± 0.170 16.85 ± 0.32 ± 1.04

0.2 � 0.4 1.063 ± 0.019 ± 0.120 24.06 ± 0.43 ± 1.06

0.4 � 0.8 0.582 ± 0.013 ± 0.074 26.33 ± 0.58 ± 0.85

0.8 � 1.2 0.242 ± 0.014 ± 0.053 10.95 ± 0.64 ± 1.45

1.2 � 2.0 0.097 ± 0.008 ± 0.024 8.81 ± 0.71 ± 1.43

TABLE II: Flux-averaged di↵erential cross-sections and the
fraction of the cross-section in bins of Q2

QE . In each measure-
ment, the first error is statistical and the second is systematic.

strained by test beam measurements [38]), the Birk’s law
constant discussed above, and GENIE’s final state in-
teractions model. The latter is evaluated by varying the
underlying model tuning parameters within their system-
atic uncertainties.

The measured di↵erential cross-section d�/dQ

2
QE is

shown in Table II and Fig. 3. Integrating over the flux
from 1.5 to 10 GeV, we find3 � = 0.93 ± 0.01(stat) ±
0.11(syst)⇥10�38 cm2

/neutron. Figures 3 and 4 and Ta-
ble III compare the data to the RFG model in the GENIE
event generator and a set of calculations made with the
NuWro generator [19].

Di↵erent models of nuclear e↵ects in quasi-elastic scat-
tering lead to significant variations in the shape of
d�/dQ

2 from the expectation of the RFG model. In
particular, correlations between nucleons not considered
in the mean field RFG approach are predicted to con-
tribute to the cross-section at neutrino energies below
2 GeV [28–30]. Figure 4 compares the shape of the mea-
sured cross section to five di↵erent models of the quasi-
elastic process on carbon. The GENIE prediction, based
on a RFG nuclear model and dipole axial form factor
with MA = 0.99 GeV, is taken as a reference; the data
and other models are normalized to have the same to-
tal cross section across the range shown before forming
the ratio. The NuWro calculations utilize an axial-vector
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FIG. 3: Neutrino quasi-elastic cross-section as a function of
Q2

QE compared with several di↵erent models of the interac-
tion.
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FIG. 4: Ratio between the measured neutrino d�/dQ2
QE

shape in Q2
QE and several di↵erent models, where the denom-

inator is the GENIE default quasi-elastic cross-section.

form factor parameterized with a dipole form that has
one free parameter, the axial mass MA, and also in-
corporate di↵erent corrections for the nuclear medium.
There is little sensitivity to replacement of the Fermi gas
with a spectral function (SF) model of the target nucleon
energy-momentum relationship [31]. The neutrino data
are marginally more compatible, at least in Q

2
QE shape,

with a higher axial mass extracted from fits of the Mini-
BooNE neutrino quasi-elastic data in the RFG model
(MA = 1.35GeV/c2) [22] than with that extracted from
deuterium data (MA = 0.99GeV/c2). As with the cor-
responding antineutrino results [35], our data are in best
agreement with a transverse enhancement model (TEM)
with MA = 0.99GeV/c2. This model implements an en-
hancement of the magnetic form factors of bound nucle-
ons that has been extracted from electron-carbon scat-
tering data [27], and is the only one of this type that is
applicable at neutrino energies above 2 GeV. Table III
shows a comparison using �

2 values between the mea-

+
FA = dipole model

[ mA=1.01(2) ]
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particular, correlations between nucleons not considered
in the mean field RFG approach are predicted to con-
tribute to the cross-section at neutrino energies below
2 GeV [28–30]. Figure 4 compares the shape of the mea-
sured cross section to five di↵erent models of the quasi-
elastic process on carbon. The GENIE prediction, based
on a RFG nuclear model and dipole axial form factor
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form factor parameterized with a dipole form that has
one free parameter, the axial mass MA, and also in-
corporate di↵erent corrections for the nuclear medium.
There is little sensitivity to replacement of the Fermi gas
with a spectral function (SF) model of the target nucleon
energy-momentum relationship [31]. The neutrino data
are marginally more compatible, at least in Q

2
QE shape,

with a higher axial mass extracted from fits of the Mini-
BooNE neutrino quasi-elastic data in the RFG model
(MA = 1.35GeV/c2) [22] than with that extracted from
deuterium data (MA = 0.99GeV/c2). As with the cor-
responding antineutrino results [35], our data are in best
agreement with a transverse enhancement model (TEM)
with MA = 0.99GeV/c2. This model implements an en-
hancement of the magnetic form factors of bound nucle-
ons that has been extracted from electron-carbon scat-
tering data [27], and is the only one of this type that is
applicable at neutrino energies above 2 GeV. Table III
shows a comparison using �

2 values between the mea-
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independent+
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large nucleon-level uncertainties

(GENIE MEC model)
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Capitalize on new detector technologies
C. Blanco, M. Wetstein, RJH
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Figure 1: TOP: The overal shape of the reconstructed energy distribution from a 1 GeV

monoenergetic neutrino beam for a sample with only a single lepton and no final state pions,

derived from muon kinematics assuming elasticity. TOP: Shape of the energy distribution

for the inclusive sample (solid black line) with contributions inelastic single-nucleon scatters

shown in the smaller red region and with the addition of MEC interactions, shown in the

larger purple region. LOWER: The same distributions for the sample selected with no final

state neutrons (left) and sample selected with one or more final state neutrons (right).
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Figure 1: TOP: The overal shape of the reconstructed energy distribution from a 1 GeV

monoenergetic neutrino beam for a sample with only a single lepton and no final state pions,

derived from muon kinematics assuming elasticity. TOP: Shape of the energy distribution

for the inclusive sample (solid black line) with contributions inelastic single-nucleon scatters

shown in the smaller red region and with the addition of MEC interactions, shown in the

larger purple region. LOWER: The same distributions for the sample selected with no final

state neutrons (left) and sample selected with one or more final state neutrons (right).
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Figure 1: TOP: The overal shape of the reconstructed energy distribution from a 1 GeV

monoenergetic neutrino beam for a sample with only a single lepton and no final state pions,

derived from muon kinematics assuming elasticity. TOP: Shape of the energy distribution

for the inclusive sample (solid black line) with contributions inelastic single-nucleon scatters

shown in the smaller red region and with the addition of MEC interactions, shown in the

larger purple region. LOWER: The same distributions for the sample selected with no final

state neutrons (left) and sample selected with one or more final state neutrons (right).
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- final state protons in LArTPC

≥1 neutron

Addressing energy reconstruction biases

cf. colliders:    define event classes to isolate underlying parton 
mechanisms (vector boson fusion, gluon fusion,…)

for neutrinos:   define event classes with (in)sensitivity to underlying 
nucleon-level mechanisms (multinucleon processes,…)

- final state neutrons (ANNIE)

0 neutron

(GENIE, +30% MEC)

1 GeV neutrino events, 
0 pions, reconstructed 

as quasielastic
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- simple flux (stored muons); multiple fluxes (“nuPRISM”), … 


