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Asymptotic freedom; confinement; chiral symmetry breaking; 
mass generation; new phases of matter; a rich hadronic spectrum; etc

QCD: An apparently simple lagrangian hides a wealth 
of emerging phenomena

High-energy nuclear collisions are the experimental tools to access 
(some of) these collective properties - high density states of matter
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Some of the questions accessible with 
heavy-ion collisions

nucleus A

 What is the structure of hadrons/nuclei at high energy? 
 color coherence effects in the small-x partonic wave function
 fix the initial conditions in well-controlled theoretical framework

 Is the created medium thermalized? How? 
 presence of a hydrodynamical behavior
 what is the mechanism of thermalization in a non-abelian gauge theory?

 What are the properties of the produced medium? 
 identify signals to characterize the medium with well-controlled observables

 what are the building blocks and how they organize?
 is it strongly-coupled? quasiparticle description? phases?

Initial State

Final State
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Newest questions
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Nuclear PDFs
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3. Quantitative constraints: reweighting of EPS09

p
s

Figure 3. The preliminary CMS dijet data [11] compared to pre-
dictions with di↵erent PDFs. Figure adapted from [12].

As Figure 3 already indicated, EPS09 agrees with the
CMS data. However, to better understand what kind of
further constraints these data might provide, we invoke the
method of Hessian PDF reweighting [14, 15]: We recall
that the central set of EPS09 corresponds to a minimum of
a certain global �2-function which can be expanded in the
vicinity of the minimum as

�2{a} ⇡ �2
0 +
X

i j

(ai � a0
i )Hi j(a j � a0

j ) = �
2
0 +
X

i

z2
i . (2)

Here, ai denote the fit parameters (the best fit corresponds
to ai = a0

i ) and Hi j is the second-derivative matrix (the
Hessian matrix) which has been diagonalized in the last
step. The central PDF set S 0 corresponds to the origin of
this “z-space” and the PDF error sets S ±k are defined by
zi(S ±k ) = ±

p
��2�ik, where ��2 = 50 for EPS09. If we

were to include a new set of data into our global fit, we
would naturally add its �2-contribution on top of every-
thing else in Eq. (2). Now, as the the PDF error sets are
available we can realize this approximately by defining
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where ydata
i are the new data points with covariance matrix Ci j. We can estimate the theory values yi[ f ] linearly by
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and, in this way, �2
new becomes a quadratic function of the variables zi and it has a well-defined minimum denoted here

by zi = zmin
k . The corresponding set of PDFs f new

i (x,Q2) can be computed by
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2
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After finding the minimum, one can also construct the new error sets similarly as sketched above.

Figure 4. Left-hand panel: The EPS09 nuclear modification RG(x,Q2 = 1.69 GeV2) before and after the reweighting with CMS p+Pb dijet data.
Right-hand panel: As the left-hand panel but giving the dijet data an extra weight of 10.

3

Nuclear PDFs extracted from global fits / DGLAP
 New constraints from the proton-lead run at the LHC

Excellent description of pPb LHC data by existing sets [RHIC data already in fits]
 Better control on systematic uncertainties needed for stronger constraints on nPDFs

Figure 10. Impact of the LHC Run I data on the nPDFs of EPS09 (left) and DSSZ (right) before
(black/grey) and after the reweighting (red/light red), for valence (upper panels), sea (middle
panels) and gluon (lower panels) distributions at Q2 = 1.69GeV2, except the DSSZ gluons that are
plotted at Q2 = 2GeV2.

p-Pb will also still appear (at least CMS inclusive jets, W production from ATLAS) and

many of the data sets used here are only preliminary.

5 Summary

In the present work we have examined the importance of PDF nuclear modifications in

describing some p-Pb results from Run I at the LHC, and the impact that the considered

data have on the EPS09 and DSSZ global fits of nPDFs. We have found that while some

– 16 –

[Andres et al arxiv:1512.01528]

Reweighting
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Non-linear eqs. - Multiparticle production

Screening leads to non-linear terms. E.g. Balitsky-Kovchegov eqs.

(unintegrated) gluon distributions fitted to HERA data reproduce pp

@�(x, kt)

@ log(x/x0)
⇡ K ⌦ �(x, kt)� �(x, kt)

2

Splitting [BFKL] Merging [restores unitarity]

The baseline: proton collisions

1. Global fits to e+p data at small-x 
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accordingly, the BK equation equation including running coupling corrections (referred to as rcBK
in what follows) reads

∂NF (r, x)

∂ ln(x0/x)
=

∫
d2r1 K

run(r, r1, r2) [NF (r1, x) +NF (r2, x)−NF (r, x)−NF (r1, x)NF (r2, x)] (1)

where r = r1+ r2 (we use the notation v ≡ |v| for two-dimensional vectors throughout the paper)
and Krun is the evolution kernel including running coupling corrections:
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2π2
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+
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2
2
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− 1

)]
. (2)

In practical implementaions, the running coupling in Eq. (2) is regularized in the infrared by
freezing it to a constant value αfr = 0.7.

Solving the BK equation is an initial value problems, i.e. it is well defined only after initial
conditions at the initial evolution scale, x0 = 10−2 in the AAMQS fits, and for all values of the the
dipole size r have been provided. This introduces free parameters, ultimately of non-perturbative
origin, to be fitted to data. In the AAMQS rcBK fits to HERA data the initial conditions are
taken in the form

NF (r, x=x0) = 1− exp

[
−
(
r2Q2

s0,proton

)γ

4
ln

(
1

Λ r
+ e

)]
, (3)

where Λ = 0.241 GeV, Q2
s0,proton is the saturation scale at the initial scale x0 and γ is a dimen-

sionless parameter that controls the steepness of the unintegrated gluon distribution for momenta
above the saturation scale kt > Qs0. Both Q2

s0 and γ are fitted to data. Although the the AAMQS
fits clearly favor values γ > 1, they do not uniquely determine its optimal value (and neither do
so the analysis of forward RHIC data performed in [?]). Rather, different pairs of (Q2

s0,proton, γ)-
values that provide comparably good values of χ2/d.o.f ∼ 1 are found, the reason being that they
are correlated with other parameters, as the overall normalization, and also that HERA data is
too inclusive to constrain exclusive features of the proton UGD. In order to account for such un-
certainty, we shall consider two of the AAMQS sets, corresponding to (Q2

s0,proton, γ)=(0.168 GeV2,
1.119) and (0.157 GeV2, 1.101). Additionally we shall also consider the McLerran Venugopalan
(MV) model, which corresponds to Eq. (3) evaluated at γ = 1, since it provides contact with a
model well established theoretically. Besides, it should be noticed that values γ > 1 for the proton
may arise due to higher order in density corrections to the MV model, as recently demonstrated
in [?]. Such corrections are expected to the decrease with increasing atomic number. Therefore
it is conceivable that the dipole nucleus scattering amplitude may be better represented by the
MV model than by initial conditions with γ > 1, an option we shall consider later on (?). The
(Q2

s0,proton, γ)-values we shall considered are shown in Table 1.

Set Q2
s0,proton (GeV2) γ

MV 0.2 1
h 0.168 1.119
h’ 0.157 1.101

Table 1: Summary of the parameters of the three sets for the dipole-proton scattering amplitude con-
sidered in this work
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Talk by P. Quiroga

2. Extract NP fit parameters

4. Apply gained knowledge in the study of other systems (theory driven extrapolation)

LO kt-factorization: 
dNg

d⇥d2pt
⇤ K�s(Q2

r )⇤(x1,kt)⇥ ⇤(x2,kt � pt)⇥ FF(Q2
f )

10
-5

10
-4

10
-3

10
-2

10
-1

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

CDF |!|<1, 1.96 TeV

10
-5

10
-4

10
-3

10
-2

10
-1

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

CMS |!|<2.4, 7 TeV

proton-proton proton-proton

10

[Albacete, Dumitru 2011]



Aspen - January 2016                                                                                  Heavy Ion Theory

Non-linear eqs. - Multiparticle production

Screening leads to non-linear terms. E.g. Balitsky-Kovchegov eqs.

(unintegrated) gluon distributions fitted to HERA data reproduce pp

@�(x, kt)

@ log(x/x0)
⇡ K ⌦ �(x, kt)� �(x, kt)

2

Splitting [BFKL] Merging [restores unitarity]

The baseline: proton collisions

1. Global fits to e+p data at small-x 

5 3

0.5

1

1.5 Data
Theory

r!

2=0.85 GeV2Q

0.5

1

1.5

r!

2=4.5 GeV2Q

0.5

1

1.5

r!

2=10.0 GeV2Q

5 3

0.5

1

1.5

r!

2=15.0 GeV2Q

−5
10

−4
10

−3
10

−2
10

0.5

1

1.5

r!

2=35 GeV2Q

x

5 3

2=2.0 GeV2Q

2=8.5 GeV2Q

2=12.0 GeV2Q

5 3

2=28.0 GeV2Q

−4
10

−3
10

−2
10

2=45 GeV2Q

x

Fit including heavy quarks

�(x,kt)

� 1
k2�
t

� > 1

accordingly, the BK equation equation including running coupling corrections (referred to as rcBK
in what follows) reads

∂NF (r, x)

∂ ln(x0/x)
=

∫
d2r1 K

run(r, r1, r2) [NF (r1, x) +NF (r2, x)−NF (r, x)−NF (r1, x)NF (r2, x)] (1)

where r = r1+ r2 (we use the notation v ≡ |v| for two-dimensional vectors throughout the paper)
and Krun is the evolution kernel including running coupling corrections:

Krun(r, r1, r2) =
Nc αs(r2)

2π2

[
1

r21

(
αs(r21)

αs(r22)
− 1

)
+

r2

r21 r
2
2

+
1

r22

(
αs(r22)

αs(r21)
− 1

)]
. (2)

In practical implementaions, the running coupling in Eq. (2) is regularized in the infrared by
freezing it to a constant value αfr = 0.7.

Solving the BK equation is an initial value problems, i.e. it is well defined only after initial
conditions at the initial evolution scale, x0 = 10−2 in the AAMQS fits, and for all values of the the
dipole size r have been provided. This introduces free parameters, ultimately of non-perturbative
origin, to be fitted to data. In the AAMQS rcBK fits to HERA data the initial conditions are
taken in the form

NF (r, x=x0) = 1− exp

[
−
(
r2Q2

s0,proton

)γ

4
ln

(
1

Λ r
+ e

)]
, (3)

where Λ = 0.241 GeV, Q2
s0,proton is the saturation scale at the initial scale x0 and γ is a dimen-

sionless parameter that controls the steepness of the unintegrated gluon distribution for momenta
above the saturation scale kt > Qs0. Both Q2

s0 and γ are fitted to data. Although the the AAMQS
fits clearly favor values γ > 1, they do not uniquely determine its optimal value (and neither do
so the analysis of forward RHIC data performed in [?]). Rather, different pairs of (Q2

s0,proton, γ)-
values that provide comparably good values of χ2/d.o.f ∼ 1 are found, the reason being that they
are correlated with other parameters, as the overall normalization, and also that HERA data is
too inclusive to constrain exclusive features of the proton UGD. In order to account for such un-
certainty, we shall consider two of the AAMQS sets, corresponding to (Q2

s0,proton, γ)=(0.168 GeV2,
1.119) and (0.157 GeV2, 1.101). Additionally we shall also consider the McLerran Venugopalan
(MV) model, which corresponds to Eq. (3) evaluated at γ = 1, since it provides contact with a
model well established theoretically. Besides, it should be noticed that values γ > 1 for the proton
may arise due to higher order in density corrections to the MV model, as recently demonstrated
in [?]. Such corrections are expected to the decrease with increasing atomic number. Therefore
it is conceivable that the dipole nucleus scattering amplitude may be better represented by the
MV model than by initial conditions with γ > 1, an option we shall consider later on (?). The
(Q2

s0,proton, γ)-values we shall considered are shown in Table 1.

Set Q2
s0,proton (GeV2) γ

MV 0.2 1
h 0.168 1.119
h’ 0.157 1.101

Table 1: Summary of the parameters of the three sets for the dipole-proton scattering amplitude con-
sidered in this work

5

Talk by P. Quiroga

2. Extract NP fit parameters

4. Apply gained knowledge in the study of other systems (theory driven extrapolation)

LO kt-factorization: 
dNg

d⇥d2pt
⇤ K�s(Q2

r )⇤(x1,kt)⇥ ⇤(x2,kt � pt)⇥ FF(Q2
f )

10
-5

10
-4

10
-3

10
-2

10
-1

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

CDF |!|<1, 1.96 TeV

10
-5

10
-4

10
-3

10
-2

10
-1

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

 1  2  3  4  5  6  7  8

d
N

c
h
/d
!

d
2
p

T
 (

1
/G

e
V

2
)

pT (GeV)

MV model "=1

e+p data  ">1

CMS |!|<2.4, 7 TeV

proton-proton proton-proton

10

[Albacete, Dumitru 2011]

 4

 4.5

 5

 5.5

 6

 6.5

 7

 7.5

 8

 8.5

 9

 0  50  100 150 200 250 300 350 400

2
 
d
N
c
h
/
d
!
 
/
 
N
p
a
r
t

Npart

rcBK MC

ALICE

MV i.c.

MV
"=1.119

 i.c.
 2.2

 2.4

 2.6

 2.8

 3

 3.2

 3.4

 3.6

 3.8

 4

 4.2

 0  50  100 150 200 250 300 350 400

2
 
d
N
c
h
/
d
!
 
/
 
N
p
a
r
t

Npart

rcBK MC

PHOBOS

MV i.c.

MV
"=1.119

 i.c.[A
lb

ac
et

e,
 D

um
itr

u 
20

11
]

RHICLHC



Aspen - January 2016                                                                                  Heavy Ion Theory

Non-linear eqs. - Multiparticle production

Screening leads to non-linear terms. E.g. Balitsky-Kovchegov eqs.

(unintegrated) gluon distributions fitted to HERA data reproduce pp

@�(x, kt)

@ log(x/x0)
⇡ K ⌦ �(x, kt)� �(x, kt)

2

Splitting [BFKL] Merging [restores unitarity]

The baseline: proton collisions

1. Global fits to e+p data at small-x 

5 3

0.5

1

1.5 Data
Theory

r!

2=0.85 GeV2Q

0.5

1

1.5

r!

2=4.5 GeV2Q

0.5

1

1.5

r!

2=10.0 GeV2Q

5 3

0.5

1

1.5

r!

2=15.0 GeV2Q

−5
10

−4
10

−3
10

−2
10

0.5

1

1.5

r!

2=35 GeV2Q

x

5 3

2=2.0 GeV2Q

2=8.5 GeV2Q

2=12.0 GeV2Q

5 3

2=28.0 GeV2Q

−4
10

−3
10

−2
10

2=45 GeV2Q

x

Fit including heavy quarks

�(x,kt)

� 1
k2�
t

� > 1

accordingly, the BK equation equation including running coupling corrections (referred to as rcBK
in what follows) reads

∂NF (r, x)

∂ ln(x0/x)
=

∫
d2r1 K

run(r, r1, r2) [NF (r1, x) +NF (r2, x)−NF (r, x)−NF (r1, x)NF (r2, x)] (1)

where r = r1+ r2 (we use the notation v ≡ |v| for two-dimensional vectors throughout the paper)
and Krun is the evolution kernel including running coupling corrections:

Krun(r, r1, r2) =
Nc αs(r2)

2π2

[
1

r21

(
αs(r21)

αs(r22)
− 1

)
+

r2

r21 r
2
2

+
1

r22

(
αs(r22)

αs(r21)
− 1

)]
. (2)

In practical implementaions, the running coupling in Eq. (2) is regularized in the infrared by
freezing it to a constant value αfr = 0.7.

Solving the BK equation is an initial value problems, i.e. it is well defined only after initial
conditions at the initial evolution scale, x0 = 10−2 in the AAMQS fits, and for all values of the the
dipole size r have been provided. This introduces free parameters, ultimately of non-perturbative
origin, to be fitted to data. In the AAMQS rcBK fits to HERA data the initial conditions are
taken in the form

NF (r, x=x0) = 1− exp

[
−
(
r2Q2

s0,proton

)γ

4
ln

(
1

Λ r
+ e

)]
, (3)

where Λ = 0.241 GeV, Q2
s0,proton is the saturation scale at the initial scale x0 and γ is a dimen-

sionless parameter that controls the steepness of the unintegrated gluon distribution for momenta
above the saturation scale kt > Qs0. Both Q2

s0 and γ are fitted to data. Although the the AAMQS
fits clearly favor values γ > 1, they do not uniquely determine its optimal value (and neither do
so the analysis of forward RHIC data performed in [?]). Rather, different pairs of (Q2

s0,proton, γ)-
values that provide comparably good values of χ2/d.o.f ∼ 1 are found, the reason being that they
are correlated with other parameters, as the overall normalization, and also that HERA data is
too inclusive to constrain exclusive features of the proton UGD. In order to account for such un-
certainty, we shall consider two of the AAMQS sets, corresponding to (Q2

s0,proton, γ)=(0.168 GeV2,
1.119) and (0.157 GeV2, 1.101). Additionally we shall also consider the McLerran Venugopalan
(MV) model, which corresponds to Eq. (3) evaluated at γ = 1, since it provides contact with a
model well established theoretically. Besides, it should be noticed that values γ > 1 for the proton
may arise due to higher order in density corrections to the MV model, as recently demonstrated
in [?]. Such corrections are expected to the decrease with increasing atomic number. Therefore
it is conceivable that the dipole nucleus scattering amplitude may be better represented by the
MV model than by initial conditions with γ > 1, an option we shall consider later on (?). The
(Q2

s0,proton, γ)-values we shall considered are shown in Table 1.

Set Q2
s0,proton (GeV2) γ

MV 0.2 1
h 0.168 1.119
h’ 0.157 1.101

Table 1: Summary of the parameters of the three sets for the dipole-proton scattering amplitude con-
sidered in this work
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2. Extract NP fit parameters

4. Apply gained knowledge in the study of other systems (theory driven extrapolation)

LO kt-factorization: 
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[Albacete, Dumitru 2011]
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Most of the theoretical progress in the last years: 
 Viscosity corrections
 Fluctuations in initial conditions 

Does not address the question on how thermal equilibrium is reached 
 Far from equilibrium initial state needs to equilibrate fast (less than 1fm)
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Elliptic flow - a strong signal of  hydro behavior

Remember the Euler eq.

Make a Fourier decomposition
 Elliptic flow is the second component

Page 2

Anisotropies in the initial spacial distributions - geometry - translate into 
anisotropies in the momentum distributions

 Impossible with instantaneous, point-like, interactions unless initial- or final-state correlations

@�

dt
= � c2

✏+ P
rP

✏ = 3P =) @
x

P > @
y

P

Transverse plane 
of the collision
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Fluid behavior from hydro: viscosity of  the QGP

)c (GeV/tp
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[ALICE 2010]
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⌘

s
� 1

4⇡
[Policastro, Son, 
Starinets, 2001]

Lowest viscosity known
 “Perfect liquid”: sQGP
 AdS/CFT bound

24

FIG. 18. (Color online) 2- and 4-particle cumulant flow-coefficients, vn{2} and vn{4}, of charged hadrons in
p
sNN = 2.76

TeV Pb+Pb collisions at the LHC (a), and in 200 GeV Au+Au collisions at RHIC (b). The vn{4} results are divided by 2 for
clarity. The dashed lines show the vn calculated with respect to the reaction plane (RP). The data are from ALICE[140, 146]
and STAR [141], and the corresponding pT ranges are indicated.

FIG. 19. (Color online) Correlations of two event-plane angles for charged particles in
p
sNN = 2.76 TeV Pb+Pb collisions at

the LHC, compared with the ATLAS data [132].

the correlations involving  6 are not reproduced. A fur-
ther discussion on how viscosity affects the correlations
is given in the next section.

The ATLAS Collaboration has also measured correla-
tions involving three different event-plane angles [132].

As shown by Fig. 20, these are equivalently well repro-
duced in our framework by the same two parametriza-
tions of ⌘/s as the two event-plane angle correlations
above, but do not provide any further constraints to our
setup so that ⌘/s = 0.20 and ⌘/s = param1 parametriza-

[Niemi, Eskola, Paatelainen 2015]

LHC flow similar to RHIC Well described by hydro
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Higher harmonics and event-by-event fluctuations
He-Au @ RHIC
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Higher harmonics and event-by-event fluctuations
He-Au @ RHIC

Anisotropic initial conditions : all harmonics (in particular odd) present

[Gale, Jeon, Schenke]

[ALICE 2011]

January 25, 2013 1:14

HYDRODYNAMIC MODELING OF HEAVY-ION COLLISIONS 17

The additional color charge fluctuations in the IP-Glasma model naturally lead to
negative binomial fluctuations in the event-by-event multiplicity and the correla-
tion length of the fluctuations in the transverse plane is of the order of the inverse
saturation scale 1/Qs as desired.

In Fig. 5 we show a comparison of initial energy densities from an MC-Glauber,
the MC-KLN and the IP-Glasma model using the same distribution of nucleons
in the incoming nuclei. In the MC-Glauber model every wounded nucleon was as-
signed a two dimensional Gaussian energy density with a width of �

0

= 0.4 fm. The
MC-KLN result was obtained using the publicly available code mckln-3.52 [171].
IP-Glasma results are shown for two di↵erent times, ⌧ = 0.01 fm/c and ⌧ = 0.2 fm/c

after Yang-Mills evolution. The evolution smoothens the initially very distinct struc-
tures noticeably. Because of the additional subnucleonic fluctuations, the IP-Glasma
model produces the finest granularity, typically leading to larger fluctuation driven
odd eccentricities [154,155].
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Fig. 5. Comparison of the initial energy density (arbitrary units) produced by the MC-Glauber,
MC-KLN and IP-Glasma models. All events have the same configuration of nucleons and impact
parameter b = 4 fm to emphasize how di↵erent model descriptions a↵ect the structure of the energy
density. The finest structure is obtained in the IP-Glasma model, which includes subnucleonic color
charge fluctuations. Yang-Mills evolution to ⌧ = 0.2 fm/c smoothens this structure before it enters
a hydrodynamic simulation.

Apart from MC-Glauber and CGC based frameworks, there are several parton-
and hadron-cascade models that are being used to determine fluctuating initial
conditions. These are for example UrQMD [135], EPOS [172], and AMPT [173,174],
all using Monte-Carlo techniques to compute initial particle production and then
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The ridge
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Physics motivations 
Jet quenching 

Correlation measurements are powerful tools to:  
  Study the mechanism of hadron production  
  Probe the jet-medium interactions in AA 
  Explore the initial conditions and medium properties 

STAR Au+Au 0-10% PHOBOS  Au+Au 0-30% CMS pp 7 TeV 

PRL 104, 062301 (2010) PRC 80 (2009) 64912 

2 Wei Li (MIT)                                       PANIC 2011, Cambridge  

With wider kinematics reach and better precision,  
LHC is ideally suited for correlation studies! 

First seen (2008) in AuAu, STAR @ RHIC.  
Generated lot of discussion

Long-range (in rapidity) angular correlations 
indicates collective phenomena
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3.1 Associated Yield Distributions versus Df 5

|Dh| = 4.

In relativistic heavy-ion collisions, the anisotropic hydrodynamic expansion of the produced
medium is one possible source of long-range azimuthal correlations, driven by the event-by-
event initial anisotropy of the collision zone [7, 37]. For non-central collisions, these correlations
are dominated by the second-order Fourier component of the |Df| distribution, usually called
elliptic flow or v2. Measurements of dihadron correlations at RHIC have frequently attempted
to subtract or factorize the elliptic flow contribution based on direct v2 measurements, in order
to reveal other features of particle correlations that may provide insight into the interactions
between the jets and the medium. However, recent theoretical developments indicate that
the interplay between initial-state fluctuations and the subsequent hydrodynamic expansion
gives rise to additional Fourier components in the azimuthal particle correlations [25, 26, 38–
42]. These components need to be treated on equal footing with the elliptic flow component.
In particular for the 0–5% most central PbPb collisions, the elliptic flow contribution to the
azimuthal correlations is not expected to be dominant [43]. Therefore, the original unsubtracted
correlation functions are presented in this paper, containing the full information necessary for
the comparison with theoretical calculations.
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Figure 1: Two-dimensional (2-D) per-trigger-particle associated yield of charged hadrons as a
function of |Dh| and |Df| for 4 < ptrig

T < 6 GeV/c and 2 < passoc
T < 4 GeV/c from (a) 0–5% most

central PbPb collisions at psNN = 2.76 TeV, and (b) PYTHIA8 pp MC simulation at
p

s = 2.76 TeV.

3.1 Associated Yield Distributions versus Df

To quantitatively examine the features of short-range and long-range azimuthal correlations,
one dimensional (1-D) Df correlation functions are calculated by averaging the 2-D distribu-
tions over a limited region in Dh from Dhmin to Dhmax:

1
Ntrig

dNpair

dDf
=

1
Dhmax � Dhmin

Z Dhmax

Dhmin

1
Ntrig

d2Npair

dDhdDf
dDh. (5)

The results of extracting the 1-D Df correlations for the 0–5% most central PbPb collisions are
shown in Figs. 2 and 3. The associated yield per trigger particle in the range of 2 < passoc

T <

4 GeV/c is extracted for five different ptrig
T intervals (2–4, 4–6, 6–8, 8–10, and 10–12 GeV/c) and

12 7 Long-Range Correlations in 7 TeV Data
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Figure 7: 2-D two-particle correlation functions for 7 TeV pp (a) minimum bias events with
pT > 0.1 GeV/c, (b) minimum bias events with 1 < pT < 3 GeV/c, (c) high multiplicity
(Noffline

trk � 110) events with pT > 0.1 GeV/c and (d) high multiplicity (Noffline
trk � 110) events

with 1 < pT < 3 GeV/c. The sharp near-side peak from jet correlations is cut off in order to
better illustrate the structure outside that region.

of particles and, therefore, has a qualitatively similar effect on the shape as the particle pT cut
on minimum bias events (compare Fig. 7b and Fig. 7c). However, it is interesting to note that
a closer inspection of the shallow minimum at Df ⇡ 0 and |Dh| > 2 in high multiplicity pT-
integrated events reveals it to be slightly less pronounced than that in minimum bias collisions.

Moving to the intermediate pT range in high multiplicity events shown in Fig. 7d, an unex-
pected effect is observed in the data. A clear and significant “ridge”-like structure emerges
at Df ⇡ 0 extending to |Dh| of at least 4 units. This is a novel feature of the data which has
never been seen in two-particle correlation functions in pp or pp̄ collisions. Simulations using
MC models do not predict such an effect. An identical analysis of high multiplicity events in
PYTHIA8 [34] results in correlation functions which do not exhibit the extended ridge at Df ⇡0
seen in Fig. 7d, while all other structures of the correlation function are qualitatively repro-
duced. PYTHIA8 was used to compare to these data since it produces more high multiplicity
events than PYTHIA6 in the D6T tune . Several other PYTHIA tunes, as well as HERWIG++ [30]
and Madgraph [35] events were also investigated. No evidence for near-side correlations cor-
responding to those seen in data was found.

The novel structure in the high multiplicity pp data is reminiscent of correlations seen in rel-
ativistic heavy ion data. In the latter case, the observed long-range correlations are generally

4 5 Results

|h| < 1 region for pT > 0.6 GeV/c. For the multiplicity range studied here, little or no depen-
dence of the tracking efficiency on multiplicity is found and the rate of misreconstructed tracks
remains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the PYTHIA, HIJING and HYDJET
event generators, respectively, yield efficiency correction factors that vary due to the different
kinematic and mass distributions for the particles produced in these generators. Applying
the resulting correction factors from one of the generators to simulated data from one of the
others gives associated yield distributions that agree within 5%. Systematic uncertainties due
to track quality cuts and potential contributions from secondary particles (including those from
weak decays) are examined by loosening or tightening the track selections on dz/s(dz) and
dT/s(dT) from 2 to 5. The associated yields are found to be insensitive to these track selections
within 2%.
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Figure 1: 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of charged
particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity events (Noffline

trk <
35) and (b) for a high-multiplicity selection (Noffline

trk � 110). The sharp near-side peaks from jet
correlations have been truncated to better illustrate the structure outside that region.

5 Results

Figure 1 compares 2-D two-particle correlation functions for events with low (a) and high (b)
multiplicity, for pairs of charged particles with 1 < pT < 3 GeV/c. For the low-multiplicity
selection (Noffline

trk < 35), the dominant features are the correlation peak near (Dh, Df) = (0, 0)
for pairs of particles originating from the same jet and the elongated structure at Df ⇡ p for
pairs of particles from back-to-back jets. To better illustrate the full correlation structure, the jet
peak has been truncated. High-multiplicity events (Noffline

trk � 110) also show the same-side jet
peak and back-to-back correlation structures. However, in addition, a pronounced “ridge”-like
structure emerges at Df ⇡ 0 extending to |Dh| of at least 4 units. This observed structure is
similar to that seen in high-multiplicity pp collision data at

p
s = 7 TeV [17] and in AA collisions

over a wide range of energies [3–10].

As a cross-check, correlation functions were also generated for tracks paired with ECAL pho-
tons, which originate primarily from decays of p0s, and for pairs of ECAL photons. These
distributions showed similar features as those seen in Fig. 1, in particular the ridge-like corre-
lation for high multiplicity events.

high multiplicity pp high multiplicity pPb everywhere in PbPb
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Characterizing the ridge
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Venugopalan] 
also natural in hydro
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Suppression in one plot (LHC)

4 

How to measure if a probe is affected by the medium? 

RAA = ratio between the production yield in PbPb and the production yield in pp, 
normalized by the number elementary collisions  

RAA = σpp × TAA 

NAA 

TAA= overlap nuclear function 
Estimated with Glauber model 

) [GeV]
T

 (m
T

p
1 10 210

AA
R

0

0.5
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1.5

2

2.5
-1bµ L dt = 7-150 ∫ = 2.76 TeV  NNsCMS  *PRELIMINARY  PbPb 

*Z  (0-100%) |y| < 2
| < 2.1µη, |  > 25 GeV/cµ

T
W  (0-100%) p

| < 1.44ηIsolated photon  (0-10%)  |
| < 1ηCharged particles  (0-5%)  |

| < 2.4η  (0-100%)  |ψ J/→*B 
| < 2η*Inclusive jet  (0-5%)  |

| < 2η*b-jet  (0-10%)  |

[A
. Florent - H

ard P
robes 2013] 
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Reconstructed jets - plenty of  data now
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Figure 5: Differential jet shapes in PbPb and pp collisions are presented for different centrality
bins for pjet

T > 100 GeV/c with track pT > 1 GeV/c (top panels) . The background is subtracted
by h reflection. Results from data are shown as black points while the open circles show the
reference pp. In the bottom row, the ratio of the PbPb and pp jet shapes is shown. The blue
band shows the total systematic while the error bars indicate the statistical errors.
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are statistical.

QM 2012, Martin Spousta, ATLAS Collaboration 37

Jet fragmentation



18

Reconstructed jets - plenty of  data now

Aspen - January 2016                                                                                  Heavy Ion Theory

05/31/12 11

Jet RAA

Larger jet suppression for central than peripheral events.
Full jet energy is not captured in heavy ion events for jets with radii R=0.2 and 0.3.

R=0.3R=0.2

8.1 Jet Shapes Analysis 13

radius (r)0 0.1 0.2 0.3

 (r
)

ρ

-110

1

10

CMS Preliminary
-1bµL dt = 129.0 ∫

radius (r)
0 0.1 0.2 0.3

pp
_r

ef
er

en
ce

(r)ρ/
Pb

Pb
(r)ρ

0

0.5

1

1.5

2
50-100% radius (r)0 0.1 0.2 0.3

 (r
)

ρ

-110

1

10
=2.76 TeVsPbPb 

pp reference

radius (r)
0 0.1 0.2 0.3

pp
_r

ef
er

en
ce

(r)ρ/
Pb

Pb
(r)ρ

0

0.5

1

1.5

2
30-50% radius (r)0 0.1 0.2 0.3

 (r
)

ρ

-110

1

10
Ak PF, R=0.3

 >1 GeV/ctrk
T

p

radius (r)
0 0.1 0.2 0.3

pp
_r

ef
er

en
ce

(r)ρ/
Pb

Pb
(r)ρ

0

0.5

1

1.5

2
10-30% radius (r)0 0.1 0.2 0.3

 (r
)

ρ

-110

1

10
>100 GeV/cjet

T
p

 < 2
jet
|η|

radius (r)
0 0.1 0.2 0.3

pp
_r

ef
er

en
ce

(r)ρ/
Pb

Pb
(r)ρ

0

0.5

1

1.5

2
0-10%

Figure 5: Differential jet shapes in PbPb and pp collisions are presented for different centrality
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Figure 5: Differential jet shapes in PbPb and pp collisions are presented for different centrality
bins for pjet

T > 100 GeV/c with track pT > 1 GeV/c (top panels) . The background is subtracted
by h reflection. Results from data are shown as black points while the open circles show the
reference pp. In the bottom row, the ratio of the PbPb and pp jet shapes is shown. The blue
band shows the total systematic while the error bars indicate the statistical errors.
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Jet fragmentation

Dijets in PbPb - asymmetry in central collisions  

PLB 712 (2012) 176 

D. Krofcheck ICHEP, Melbourne Dijet Imbalance in 2.76 TeV PbPb Collisions 9 
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band shows the total systematic while the error bars indicate the statistical errors.
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Jet fragmentation

Dijets in PbPb - asymmetry in central collisions  

PLB 712 (2012) 176 
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Qualitative description: jet collimationPage 3

Lessons from experimental data on jet reconstruction
  Suppression similar to inclusive hadrons for similar pT 
  Fragmentation functions are mildly modified - more in soft
  Jet shapes have mild modifications
  Azimuthal decorrelation of di-jets as in proton-proton
  Energy taken by soft particles at large angles

Page 3
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Coherence and decoherence in the antenna
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 The medium color-rotates the antenna which eventually looses color coherence
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Medium-induced gluon radiation
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[Zakharov, Baier, Dokshitzer, Mueller, Peigne, Schiff, Wiedemann, Gyulassy, Levai, Vitev, and many others...] 
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A resummation scheme
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included in the current J). In deriving this result, we have summed over the polarization

vectors with the help of the completeness relation
P

� ✏

i
�(k)✏⇤j� (k) = �

ij . This process,

depicted in Fig. 2, has a probabilistic interpretation, with the wavy line representing the

probability (2.19).

t0 tL

ka

kb

p0 q

p

q � p

t

Figure 3. Graphical illustration of the equation (2.21). The thick wavy lines represent the proba-

bility P for transverse momentum broadening, the black dot is the splitting probability K, and the

circled cross is the cross section of the hard process producing a gluon of momentum p0.

It will be our main goal in this paper to show that the cross section for the process

where one gluon splits into two gluons under the e↵ect of medium interactions can be

given an analogous probabilistic interpretation. Our subsequent calculations will lead to

the following estimate for producing soft gluons (k+

a , k

+

b ⌧ !c)

d2

�

d⌦k
a

d⌦k
b

= 2g

2

z(1 � z)

⇥
Z t

L

t0

dt

Z

p0,q,p
P(ka � p, tL � t) P(kb � q + p, tL � t)

⇥ K(p � zq, z, p

+

0

) P(q � p

0

, t � t

0

)
d�hard

d⌦p0

, (2.21)

and it is understood that z = k

+

a /p

+

0

. This result can be interpreted as a classical branch-

ing process, illustrated in Fig. 3: after propagating from t

0

to t, during which it acquires a

transverse momentum q�p

0

, the original gluon splits into gluons a and b with a probabil-

ity ⇠ ↵sK(p � zq, z, q

+) that depends upon the longitudinal momentum q

+ of the parent

parton, the longitudinal momentum fraction z = p

+

/q

+ carried by gluon a, and the trans-

verse momentum di↵erence p � zq. (The conservation of longitudinal momentum implies

of course p

+

0

= q

+ = k

+

a + k

+

b with k

+

a = p

+ = zq

+.) After the splitting, the two gluons a

and b propagate through the medium from t to tL, and thus acquire some extra transverse

momentum.

Note that, in Eq. (2.21), the splitting occurs instantaneously at time t, that is, the

e↵ective splitting vertex K(p � zq, z, q

+) is local in time. Moreover, the transverse mo-

mentum is conserved at the splitting, meaning that one neglects the additional momentum

– 12 –

Factorization possible for                  t
form

⌧ L
[Blaizot, Dominguez, Iancu, Mehtar-Tani]

Simple probabilistic interpretation - rate equations
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A new picture of  jet quenching
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The parton shower is composed of un-modified subjets (vacuum-like)
 With a typical radius given by the medium scale 
 For medium-induced radiation each subject is one single emitter

Also, 1st calculation of 1->3 splitting performed in SCET and 1st order in opacity expansion
 [Fickinger, Ovanesyan, Vitev] - [also Arnold, Iqbal 2015; Casalderrey-Solana, Pablos, Tywoniuk 2015]

http://arxiv.org/find/hep-ph/1/au:+Fickinger_M/0/1/0/all/0/1
http://arxiv.org/find/hep-ph/1/au:+Ovanesyan_G/0/1/0/all/0/1
http://arxiv.org/find/hep-ph/1/au:+Vitev_I/0/1/0/all/0/1
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Extracting the jet quenching parameter from data
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5

⇠ = hk2
T

i/2Ehp+i, hk2
T

i is the average transverse momen-
tum carried by the gluons in |pi, and ⇢ =

R
d3pf(p)/(2⇡)3

denotes the density of scattering centers in the matter.
The corresponding quark energy loss can be expressed

as [57, 79],

�E

E
=

2N
c

↵
s

⇡
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1 + (1� z)2

`4
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⇥
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◆
q̂(E, y) sin2
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T
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�
, (7)

in terms of the jet transport parameter for a quark jet.
Note that an extra factor of 1 � (1 � z)/2 is included
here as compared to that used in Refs. [80, 81] due to
corrections beyond the helicity amplitude approximation
[79].

According to the definition of jet transport parame-
ter, we can assume it to be proportional to local parton
density in a QGP and hadron density in a hadronic gas.
Therefore, in a dynamical evolving medium, one can ex-
press it in general as [50, 57, 80]

q̂(⌧, r) =


q̂0
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(⌧, r)
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QGP

(⌧0, 0)
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h
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· p · u
p0

, (8)

where ⇢
QGP

is the parton (quarks and gluon) density in
an ideal gas at a given temperature, f(⌧, r) is the fraction
of the hadronic phase at any given space and time, q̂0
denotes the jet transport parameter for a quark at the
center of the bulk medium in the QGP phase at the initial
time ⌧0, pµ is the four momentum of the jet and uµ is
the four flow velocity in the collision frame. The hadronic
phase of the medium is assumed to be a hadron resonance
gas, in which the jet transport parameter is approximated
as,

q̂
h

=
q̂
N

⇢
N

"
2

3

X

M

⇢
M

(T ) +
X

B

⇢
B

(T )

#
, (9)

where ⇢
M

and ⇢
B

are the meson and baryon density in
the hadronic resonance gas at a given temperature, re-
spectively, ⇢

N

= n0 ⇡ 0.17 fm�3 is the nucleon density in
the center of a large nucleus and the factor 2/3 accounts
for the ratio of constituent quark numbers in mesons and
baryons. The jet transport parameter for a quark at the
center of a large nucleus q̂

N

has been studied in deeply
inelastic scattering (DIS) [82, 83]. A recently extracted
value [81] q̂

N

⇡ 0.02 GeV2/fm from the HERMES [84]
experimental data is used here. All hadron resonances
with mass below 1 GeV are considered for the calcula-
tion of the hadron density at a given temperature T and
zero chemical potential. A full 3+1D ideal hydrodynam-
ics [64, 65] is used to provide the space-time evolution
of the local temperature and flow velocity in the bulk
medium along the jet propagation path in heavy-ion col-
lisions. The initial highest temperatures T0 in the center
of the most central heavy-ion collisions are set to repro-
duce the measured charged hadron rapidity density. The
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FIG. 3. (Color online) HT-BW results for the nuclear modifi-
cation factor at mid-rapidity for neutral pion spectra in 0�5%
central Au+Au collisions at

p
s = 200 GeV/n (upper panel)

and Pb+Pb collisions at
p
s = 2.76 TeV/n (lower panel) with

a range of values of initial quark jet transport parameter q̂0
at ⌧0 = 0.6 fm/c in the center of the most central collisions,
as compared to PHENIX data [77, 78] at RHIC and ALICE
[27] and CMS data [26] at LHC.

initial spatial energy density distribution follows that of
a Glauber model with Wood-Saxon nuclear distribution.
At the initial time ⌧0 = 0.6 fm/c, T0 = 373 and 473 MeV
for Au+Au collisions at RHIC and Pb+Pb collisions at
LHC, respective.

With the above medium modified fragmentation func-
tions and temperature dependence of the jet transport
coe�cient, one can calculate the nuclear modification fac-
tors and compare to the experimental data as shown in
Fig. 3. From �2 fits to experimental data at RHIC and
LHC as shown in Fig. 4, one can extract values of quark
jet transport parameter q̂0 at the center of the most cen-
tral A+A collisions at a given initial time ⌧0. Best fits
to the combined PHENIX data on neutral pion spectra
[77, 78] in 0-5% central Au + Au collisions at

p
s = 0.2

TeV/n gives q̂0 = 1.20 ± 0.30 GeV2/fm (at ⌧0 = 0.6
fm/c). Similarly, best fit to the combined ALICE [27]
and CMS [26] data on changed hadron spectra in 0-5%
central Pb+Pb collisions at

p
s = 2.76 TeV/n leads to

q̂0 = 2.2± 0.5 GeV2/fm (at ⌧0 = 0.6 fm/c).
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peratures reached in the most central Au+Au collisions
at RHIC, and 2.2±0.5 GeV2/fm at temperatures reached
in the most central Pb+Pb collisions at LHC. Values of q̂
in the hadronic phase are assumed to be proportional to
the hadron density in a hadron resonance gas model with
the normalization in a cold nuclear matter determined by
DIS data [81]. Values of q̂ in the QGP phase are consid-
ered proportional to T 3 and the coe�cient is determined
by fitting to the experimental data on R

AA

at RHIC and
LHC separately. In the HT-M model the procedure is
similar except that q̂ is assumed to be proportional to the
local entropy density and its initial value is q̂ = 0.89±0.11
GeV2/fm in the center of the most central Au+Au colli-
sions at RHIC, and q̂ = 1.29±0.27 GeV2/fm in the most
central Pb+Pb collisions at LHC (note that the values
of q̂ extracted in Sec IV are for gluon jets and therefore
9/4 times the corresponding values for quark jets). For
temperatures close to and below the QCD phase tran-
sition, q̂ is assumed to follow the entropy density, and
q̂/T 3 shown in Fig. 10 is calculated according to the pa-
rameterized EOS [96] that is used in the hydrodynamic
evolution of the bulk medium. In both HT approaches,
no jet energy dependence of q̂ is considered.

Considering the variation of the q̂ values between the
five di↵erent models studied here as theoretical uncer-
tainties, one can extract its range of values as constrained
by the measured suppression factors of single hadron
spectra at RHIC and LHC as follows:

q̂

T 3
⇡

⇢
4.6± 1.2 at RHIC,
3.7± 1.4 at LHC,

at the highest temperatures reached in the most central
Au+Au collisions at RHIC and Pb+Pb collisions at LHC.
The corresponding absolute values for q̂ for a 10 GeV
quark jet are,

q̂ ⇡
⇢

1.2± 0.3
1.9± 0.7

GeV2/fm at
T=370 MeV,
T=470 MeV,

at an initial time ⌧0 = 0.6 fm/c. These values are very
close to an early estimate [6] and are consistent with LO
pQCD estimates, albeit with a somewhat surprisingly
small value of the strong coupling constant as obtained
in CUJET, MARTINI and McGill-AMY model. The HT
models assume that q̂ is independent of jet energy in this
study. CUJET, MARTINI and McGill-AMY model, on
the other hand, should have a logarithmic energy depen-
dence on the calculated q̂ from the kinematic limit on the
transverse momentum transfer in each elastic scattering,
which also gives the logarithmic temperature dependence
as seen in Fig. 10.

As a comparison, we also show in Fig. 10 the value
of q̂

N

/T 3
eft in cold nuclei as extracted from jet quenching

in DIS [81] . The value of q̂
N

= 0.02 GeV2/fm and an
e↵ective temperature of an ideal quark gas with 3 quarks
within each nucleon at the nucleon density in a large
nucleus are used. It is an order of magnitude smaller
than that in A+A collisions at RHIC and LHC.
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FIG. 10. (Color online) The assumed temperature depen-
dence of the scaled jet transport parameter q̂/T 3 in di↵er-
ent jet quenching models for an initial quark jet with energy
E = 10 GeV. Values of q̂ at the center of the most central
A+A collisions at an initial time ⌧0 = 0.6 fm/c in HT-BW
and HT-M models are extracted from fitting to experimental
data on hadron suppression factor RAA at both RHIC and
LHC. In GLV-CUJET, MARTINI and McGill-AMY model, it
is calculated within the corresponding model with parameters
constrained by experimental data at RHIC and LHC. Errors
from the fits are indicated by filled boxes at three separate
temperatures at RHIC and LHC, respectively. The arrows
indicate the range of temperatures at the center of the most
central A+A collisions. The triangle indicates the value of
q̂N/T 3

e↵ in cold nuclei from DIS experiments.

There are recent attempts [92, 97] to calculate the jet
transport parameter in lattice gauge theories. A recent
lattice calculation [97] found that the non-perturbative
contribution from soft modes in the collision kernel can
double the value of the NLO pQCD result for the jet
transport parameter [98]. In the HT models such non-
perturbative contributions could be included directly in
the overall value of q̂. They can also be included in the
CUJET, MARTINI and McGill-AMY models by replac-
ing the HTL thermal theory or screened potential model
for parton scattering with parameterized collision kernels
that include both perturbative and non-perturbative con-
tributions.

One can also compare the above extracted values of q̂
to other nonperturbative estimates. Using the AdS/CFT
correspondence, the jet quenching parameter in a N = 4
supersymmetric Yang-Mills (SYM) plasma at the strong
coupling limit can be calculated in leading order (LO) as

Different modeling of the splitting probability and the multi-gluon 
emission studied by the JET Collaboration to extract qhat

[Jet Collaboration 2013]
HT-BW model



Summary
Nucleus-nucleus data

 Good description by hydrodynamical models - viscosity 

 Remarkable progress on the theory of jet quenching

 Many other observables not covered here - see next talks

New questions open by the proton-lead run (small systems)

 Soft regime presents AA features - thermal system? Initial state? both?

 Hard processes in good agreement with nuclear PDFs 

 Fully consistent picture still missing - strong activity at present

 From a dilute system to a hot and dense medium  
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