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CMS Electromagnetic Calorimeter

ECAL: a homogeneous, hermetic, high 
granularity PWO4 crystal calorimeter  

- density of 8.3 g/cm
3
, radiation length 0.89 cm, 

Molière radius 2.2 cm 

- ≈ 80% of scintillating light in ≈ 25 ns 

- refractive index = 2.2 

- light yield spread among crystals ≈ 10% (RMS)  
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CMS ELECTROMAGNETIC CALORIMETER (ECAL)
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ECAL Barrel

ECAL EndcapPreshower
CMS ECAL Must Provide: 

• Precise energy reconstruction resolution 

• Precise position resolution for reconstructed 
deposits 

• Fast and efficient readout for online 
selection (DAQ & Trigger)

ECAL Characteristics

Barrel (EB) |η| < 1.48 61200 PbWO4 
Crystals ~26X0

Endcap 
(EE)

1.48 < |η| < 
3.0

14648 PbWO4 
Crystals ~25X0

Preshower 1.65 < |η| < 
2.6

137200 Pb/Si 
strips

~3X0 ECAL Barrel 
Supermodule

PbWO4 
Crystals

Barrel (EB) |η|<1.48
61200 PbWO4 

Crystals 
25.8 
X0

APDs

Endcap (EE) 1.48<|η|<3.0 14648 PbWO4 
Crystals

24.7 
X0

VPTs

Preshower (ES) 1.65<|η|<2.6 137200 Pb/Si 3 X0 strips

ECAL targets: 

- precise e/𝛾 energy and position 
measurements 

- good timing resolution 

- fast response for trigger and DAQ

ECAL fully contained in the 3.8T coil
Tracker acceptance: |η|<2.5
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ECAL role in physics analysis
Search and measurements of narrow resonances with photons and electrons: 

- H➝𝛾𝛾: high energy resolution, position measurement to achieve high S/B 

- H➝ZZ➝2e2μ,4e: energy reconstruction for a wide range of ET for electron identification 

-  and precise measurement of the Higgs boson properties: e.g. mass, couplings, JCP… 

- high mass X➝𝛾𝛾 (EXO-16-027), Z’➝ee (EXO-16-031): high resolution and energy linearity

3

22 11 Results of the inclusive analysis
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Figure 10: Data points (black) and signal plus background model fits for all categories summed
(left) and where the categories are summed weighted by their sensitivity (right). The 1 standard
deviation (green) and 2 standard deviation bands (yellow) include the uncertainties of the fit.
The bottom plot shows the residuals after background subtraction.
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Figure 11: The observed p-value (black) is compared to the SM expectation across the fit range
120-130 GeV, where the SM Higgs boson is assumed to have a mass mH = 125.09 GeV (blue).
The red line shows the maximum significance for each mass hypothesis in the range 120 GeV <
mH < 130 GeV.

10.2 Systematic uncertainties 13
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Figure 3: Distribution of the four-lepton reconstructed invariant mass m4` in the full mass range
(top) and the low-mass range (bottom left) and high-mass range (bottom right). Points with
error bars represent the data and stacked histograms represent expected distributions. The
125 GeV Higgs boson signal and the ZZ backgrounds are normalized to the SM expectation,
the Z+X background to the estimation from data. No events are observed with m4` > 850 GeV.

Fig. 6.

10.2 Systematic uncertainties

The main experimental uncertainties which affect both signal and background are the uncer-
tainty on the integrated luminosity (6.2%) and the uncertainty on the lepton identification and
reconstruction efficiency (6–11%, depending on the final state). Experimental uncertainties for
the reducible background estimation, described in Section 8.2, vary between 40–55%. The un-
certainty on the lepton energy scale is 0.04% for muons and 0.3% for electrons, and the uncer-
tainty on the 4` mass resolution coming from the uncertainty on the per-lepton energy resolu-
tion is 20%. Theoretical uncertainties which affect both the background signal and background
estimation include uncertainties from the renormalization and factorization scale and choice

H➝𝛾𝛾 
(HIG-16-020)

H➝ZZ➝4 leptons 
(HIG-16-033)

 [GeV]Hm
123 124 125 126 127 128 1290.5−

9
Total Stat. Syst.CMS and ATLAS

 Run 1LHC       Total      Stat.    Syst.

l+4γγ CMS+ATLAS  0.11) GeV± 0.21 ± 0.24 ( ±125.09 

l 4CMS+ATLAS  0.15) GeV± 0.37 ± 0.40 ( ±125.15 

γγ CMS+ATLAS  0.14) GeV± 0.25 ± 0.29 ( ±125.07 

l4→ZZ→H CMS  0.17) GeV± 0.42 ± 0.45 ( ±125.59 

l4→ZZ→H ATLAS  0.04) GeV± 0.52 ± 0.52 ( ±124.51 

γγ→H CMS  0.15) GeV± 0.31 ± 0.34 ( ±124.70 

γγ→H ATLAS  0.27) GeV± 0.43 ± 0.51 ( ±126.02 

 Run I ATLAS+CMS: 

 mH=125.09 ± 0.24 GeV 
(PRL 114 (2015) 191803)

http://cds.cern.ch/record/2205245?ln=en
http://cds.cern.ch/record/2205245?ln=en
http://cds.cern.ch/record/2205275?ln=en
http://cds.cern.ch/record/2204926?ln=en
http://journals.aps.org/prl/abstract/10.1103/PhysRevLett.114.191803
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Energy reconstruction
Electrons and photons deposit energy over several crystals (70% in one, 97% in 
a 3×3 array), spread in φ, collected by clustering algorithms: 

         

4

Pulse Amplitude

time-dependent response corrections: 
laser monitoring system

intercalibration

Global scale

cluster corrections

        Ee,𝛾  =  ∑i [Ai × Si(t) × ci]  ×  G(η)  ×  Fe,𝛾

Test Beam: Perfect calibration, no B field, no material upstream, no irradiation 
- energy resolution on 3x3 EB crystals: 

☞uniformity and stability required in situ < 0.5% 

Run I: in barrel, 1% energy resolution achieved for unconverted photons

�(E)

E
=

2.8%p
E

� 0.128

E(GeV )
� 0.3%
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Pulse reconstruction
With RunII LHC running with 25ns bunch-spacing, need a pulse reconstruction resistant to out-of-
time (OOT) pile-up: multifit algorithm: 

Pulse shape is modeled as a sum of one in-time pulse plus OOT pulses  

- Up to 9 OOT pulses (one per time sample)  

- Minimize 𝝌2 distribution for best description                                                                                       
of the in-time amplitude 

- Pulse shapes (binned templates) extracted                                                                                 
periodically from LHC isolated bunches       

- Baseline and electronic noise periodically measured from dedicated runs and used in the 
covariance matrix  

- Minimisation using non-negative least-squares: fast enough to be used both offline and in the high-
level trigger

5

�2 =
10X

i=1

⇣
Si �

PM
j=1 Aj ⇥ pij

⌘2

�2
Si

Sample
0 1 2 3 4 5 6 7 8 9

C
al

ib
ra

te
d/

Pe
de

st
al

-S
ub

tra
ct

ed
 E

ne
rg

y 
(G

eV
)

0

1

2

3

4

5

6

7

8
CMS simulation, √s=13 TeV                         PU=20/BX, 25 ns

Observed signal
Total pulse
In-time pulse
Out-of-time pulses

"
— 
— 
— — — — 

Time sample

Time samples Max 10 pulses



Higgs Couplings 2016 E. Di MarcoSLAC, Nov. 9-12

)2 (GeV/ceeM
60 80 100 120

Ev
en

ts
 / 

0.
5 

G
eV

0

2

4

6

8

10

12

14

16

18 no corrections

Intercalibrations (IC)

IC + LM corrections

CMS Preliminary 2012
-1 = 8TeV, L = 19.6 fbs

ECAL endcap

3 10×

Response monitoring
Sources of response variations under irradiation: 

- crystal transparency (time dependent) 

- VPT conditioning in the endcaps  

Response monitored with a laser system injecting light in every 
ECAL crystal 

PbWO4 crystals partially recover during periods with no exposure  

- 1 calibration point / channel / 40min 

- corrections injected in (prompt) reconstruction (~48h latency)

6

|η|<2.5: tracker coverage                        
⇒ precision physics 

Outer endcap: jet physics 

- Steady recovery during shutdowns and 
inter-fills 

- In the regions close to beam pipe, not 
fully recovered
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Validation of monitoring
Response stability after corrections validated with physics signals: 
- π0 invariant mass 

- E/p relative scale of W and Z electrons
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Electrons E/p history in barrel in 2015 
- <signal loss> ~ 6% 
- RMS after corrections: ~0.14% 
- similar to RunI 

π0 mass history in barrel in 1 fill 
- <signal loss> ~ 1% 
- RMS after corrections: ~0.07% 
- very fast monitoring: 1 point / 8 

minutes
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Energy intercalibration (IC)
Several methods used to equalize the response of each single crystal to the 
deposited energy. Same methods used as in Run I

8

method time needed Run I precision

ɸ-symmetry few days
1-3% in EB 
3-5% in EE

π0/η➝𝛾𝛾 1 month
0.5% in EB 

3% in EE (|η|<2)

electron E/p 20 fb-1 0.5% in EB 
2% in EE

Z→ee mass 20 fb-1 equalise the scale vs η in EE

𝜙-symmetry: 
- In 2015 used to transfer 2012 calibrations 
- in 2016 being used for time evolution of IC as in Run I 
- systematically limited 
E/p precision: 
- was limited by W/Z statistics in 2015, especially for |η|>1 
- combination then still dominated by Run I 

With full Run II sample, expected similar precision as in Run I

Rafael Teixeira de Lima (NEU) - CALOR 2016, Daegu - South Korea

RELATIVE CALIBRATION OF SINGLE CHANNEL RESPONSE

10

Equalizes the response of each 
single crystal to the deposited 
energy 

• Constants are normalized not to 
interfere with absolute scale 

Intercalibration strategy same as in Run I
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Method Description Timescale Run I Precision (20 fb-1)

ɸ-symmetry
Energy flux around ɸ rings (constant η) 
should be uniform - IC corrects for non-

uniformity
~days

Barrel: <3% 
Endcap: < 10%

π0/η→ɣɣ In a ɸ ring, use IC to improve M(ɣɣ)  
resolution for π0 and η resonances

~months
Barrel: <1.5% 

Endcap: < 10%

E/p
Compare isolated electron energy from 

ECAL and Tracker, calculate IC to 
correct discrepancies

statistically limited
Barrel: <2% 

Endcap: < 10%
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Clustering and corrections

9

Material Interactions and Global Containment
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Reconstruction forms Superclusters extended in � to collect conversion
legs/bremsstrahlung spread out by magnetic field

Soft conversion legs and associated bremsstrahlung may not reach
calorimeter or arrive too far to be included in Supercluster
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Dynamic clustering to recover energy radiated upstream of ECAL via 
bremsstrahlung or conversions 

- Super-clusters of clusters along 𝜙 (bending direction) 

- soft conversion legs / brem may be not included in super-clusters 

- In the endcaps, add also preshower energy 

- additional energy from pileup contaminates the shower 

☞ Algorithmic multivariate corrections used to maximally                                       
exploit the information of the event. Tuned on MC, validated on data.

Regression Performance: Simulation
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Regression Performance: Simulation
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Cluster energy in data
Reconstructed Z mass in data with different levels of energy reconstruction and corrections 

-  In EB, long tail to lower values of the E5x5 due to the high fraction of showering electrons 
in the high-material region at |η|>1 

- in EE, the energy scale is improved by adding the preshower energy to the crystals energy

10
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Energy resolution
R9=E3x3/ESC is an effective conversion tagging variable (R>0.94 used to classify majority of 
unconverted photons / low-brem electrons) 

Resolution improves after 2015 calibration: 

- For |η|<1, precision at the level of Run I 

- elsewhere, limited by electron-sample statistics 

- estimated with fit to Z→ee with BW convolved with a Crystal-ball
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Figure 1: Comparison of the dielectron invariant mass distributions in data and simulation
for Z ! e+e� events where electrons are reconstructed as photons. The events are split into
categories according to the h and R9 of the electrons. The simulated distribution is normalized
to the integral of the data distribution in the range 87 GeV< me+e� < 93 GeV.

In order to improve the level of agreement, the variables with substantial disagreement be-
tween data and simulation are corrected using a scale factor derived from a sample of electrons
reconstructed as photons and selected with the tag and probe method in Z ! e+e� events. The
variables affected by this correction are R9, h-width (the supercluster width in the h direction)
and S4 (the energy ratio of 2x2 and 5x5 array of crystals centred on the seed crystal). The cor-
rection is applied separately in the ECAL barrel and endcaps. A specific systematic, described
in Section 10 is included as a result of introducing this correction.

The tracks of charged particles reconstructed in the central tracker and the energy deposits
reconstructed in the calorimeters are clustered into jets with the anti-kT algorithm [22] using a
value of 0.4 for the distance parameter R, implemented in the FASTJET package [23]. Charged
candidates associated with a vertex other than the selected vertex for the event are excluded.
Jets are required to have transverse momentum pT at least 20 GeV and |h| < 4.7. For jets
with |h| > 2.5, outside the tracker acceptance, a pileup mitigation technique exploiting the
width of the jet is used. The width of the jet, defined as < R2 >= Âconstituents p2

TDR2

Âconstituents p2
T

, where DR =
p
(Dh)2 + (Df)2 is between the constituent and the jet axis, is required to be less than 0.03.

The jet energy measurement is corrected for detector effects using samples of dijet, g + jet, and
Z + jet events [24]. An event-by-event jet-area-based correction [23–25] is applied to remove
the energy from additional collisions in the same bunch crossing (pileup).
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Figure 1: Comparison of the dielectron invariant mass distributions in data and simulation
for Z ! e+e� events where electrons are reconstructed as photons. The events are split into
categories according to the h and R9 of the electrons. The simulated distribution is normalized
to the integral of the data distribution in the range 87 GeV< me+e� < 93 GeV.

In order to improve the level of agreement, the variables with substantial disagreement be-
tween data and simulation are corrected using a scale factor derived from a sample of electrons
reconstructed as photons and selected with the tag and probe method in Z ! e+e� events. The
variables affected by this correction are R9, h-width (the supercluster width in the h direction)
and S4 (the energy ratio of 2x2 and 5x5 array of crystals centred on the seed crystal). The cor-
rection is applied separately in the ECAL barrel and endcaps. A specific systematic, described
in Section 10 is included as a result of introducing this correction.

The tracks of charged particles reconstructed in the central tracker and the energy deposits
reconstructed in the calorimeters are clustered into jets with the anti-kT algorithm [22] using a
value of 0.4 for the distance parameter R, implemented in the FASTJET package [23]. Charged
candidates associated with a vertex other than the selected vertex for the event are excluded.
Jets are required to have transverse momentum pT at least 20 GeV and |h| < 4.7. For jets
with |h| > 2.5, outside the tracker acceptance, a pileup mitigation technique exploiting the
width of the jet is used. The width of the jet, defined as < R2 >= Âconstituents p2

TDR2

Âconstituents p2
T

, where DR =
p
(Dh)2 + (Df)2 is between the constituent and the jet axis, is required to be less than 0.03.

The jet energy measurement is corrected for detector effects using samples of dijet, g + jet, and
Z + jet events [24]. An event-by-event jet-area-based correction [23–25] is applied to remove
the energy from additional collisions in the same bunch crossing (pileup).

barrel

endcap

simulation tuned  
to match resolution observed in data

Unconverted photons
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single e/𝛾 resolution estimate

Per-electron or per-photon resolution used to build a per-event mass resolution (σm/m), 
utilised to make optimal use of the highest resolution events: 

- H→𝛾𝛾: used to classify events in several “untagged” categories for m𝛾𝛾 fit 

- H→4l: per-event mass resolution used as a third variable in the fit for mass measurement 

- Validated in data with fits to Z→ee by comparing the predicted σm2l / m2l

12

observed vs predicted σm

22 10 Results

quadrature between the full uncertainty and the statistical uncertainty.
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Figure 11: Left: 1D likelihood scan as a function of mass for the 1D, 2D, and 3D measurement.
Right: 1D likelihood scan as a function of mass for the different final states and the combination
of all final states for the 3D measurement. Solid lines represents the scan with full uncertainties
included, dashed lines statistical error only.

The best fit masses for the different types of fits are shown in Table 8. The nominal result for the
mass measurement comes from the 3D fit, for which the fitted value of mH is 124.50+0.48

�0.46 GeV.

Table 8: Best fit values for the mass of the new boson measured in the 4`, ` = e, µ final states,
with 1D, 2D and 3D fit, respectively, as described in the text along with the uncertainty. For
the 1D and 2D we give the total uncertainty only, while for the nominal 3D fit we separate the
contribution from statistical and systematic uncertainty.

Channel 1D: L(m4l) ( GeV) 2D: L(m4l ,Dmass) ( GeV) 3D: L(m4l ,Dmass,Dkin
bkg) ( GeV)

4` 124.31+0.46
�0.45 124.52+0.47

�0.47 124.50+0.47
�0.45(stat.)+0.13

�0.11(sys.)

10.6 Measurement of the width from on-shell and off-shell region

A measurement of the width GH and mass mH of the H(125) boson is performed using the
general parameterization of the signal mass distribution across the wide range 100 < m4` <
1500 GeV. A very important feature of this measurement is the off-shell production of the boson
H⇤, which becomes particularly sensitive to the width [58–60]. The precision on GH with the
off-shell method is far more precise than the on-shell. There is a modest model-dependence in-
troduced in the off-shell analysis, which is the assumption that no BSM particles or interactions
affect the H boson couplings either in production or in decay. However, should BSM particles
or interactions affect this measurement, the implications of their presence are far greater than
tight constraints on the width alone.

The scope of the width measurement can be reduced by limiting the range to 105 < m4` <
140 GeV, which leaves the off-shell region out together with assumptions about BSM contri-
butions. Precision on GH is reduced by about two order of magnitudes in such a case. On the

H→4l mass likelihood

14 9 Background model

with the candidate diphoton was correctly identified within 1 cm, distributions where the right
vertex (RV) and wrong vertex (WV) were chosen are fit separately when constructing the signal
model. For each process, category and RV/WV scenario, the mgg distributions are fitted using
a sum of at most five Gaussian functions. The number of Gaussian functions is chosen as the
minimum number required to give a reasonable fit.

The model is constructed by interpolating each parameter between individual mass points
using a spline. Seven mass points are used for this purpose: mH =120, 123, 124, 125, 126, 127,
and 130 GeV. The analytic functions for each production mode are summed together, weighted
by their relative cross sections, to obtain the final function in each category. Fig. 6 shows the
signal model corresponding to mH = 125 GeV for the best resolution category and also for all
categories combined together. The efficiency ⇥ acceptance of the signal model as a function of
mH for all categories combined is shown in Fig. 7. The yellow band indicates the effect of the
systematic uncertainties for: trigger; photon identification and selection; photon energy scale
and tuning of the energy resolution in the simulation; vertex identification (see Section 10).
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Figure 6: Parametrized signal shape for the best resolution category (left) and for all categories
combined together (right) for a simulated H ! gg signal sample with mH = 125 GeV. The
black points represent weighted simulation events and the blue lines are the corresponding
models. Also shown are the se f f value (half the width of the narrowest interval containing
68.3% of the invariant mass distribution), FWHM and the corresponding interval.

9 Background model

The model used to describe the background is extracted from data with the discrete profiling
method [31]. This technique was designed as a way to estimate the systematic uncertainty asso-
ciated with choosing a particular analytic function to fit the background mgg distribution. The
method treats the choice of the background function as a discrete parameter in the likelihood
fit to the data. The resulting systematic uncertainty is then calculated in an analogous way to
systematic uncertainties associated with other contributions.

A large set of candidate function families is considered, including exponentials, Bernstein poly-
nomials, Laurent series and power law functions. An F-test is performed to determine the

H→𝛾𝛾 best category

σm/m𝛾𝛾≈1%

(GeV)2lσPredicted 
0 0.5 1 1.5 2 2.5 3 3.5

(G
eV

)
2l

σ
M

ea
su

re
d 

0

0.5

1

1.5

2

2.5

3

3.5

 Data-e+ e→Z
 Data-µ+µ →Z

 (13 TeV)-112.9 fbCMS Preliminary



Higgs Couplings 2016 E. Di MarcoSLAC, Nov. 9-12

ECAL systematics on SM Higgs
Possible sources of non perfect knowledge of the energy scale and resolution 
(after Run I, re-estimated for ICHEP 2016): 

- Residual non-linearity in scale (mostly for H→𝛾𝛾; in H→4l mitigated by  E-track momentum 
combination for the electron energy):  [0.1 - 0.2]% 

- extrapolation from E measured at Z peak (90 GeV) to mH (125 GeV) 

- Electron/photon differences in the simulation (residual data wrt MC):   [0.15 - 0.5]% 

- material distribution upstream ECAL: 0.17% 

- improved description at beginning of Run II 

- longitudinal light-yield non-uniformity: 0.07% 

- Geant4 (shower simulation): 0.05%  

- Shower shape modelling: 0.06% 

13

More detail: residual non-linearity in scale
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⌅ Residual non-linearity of the energy response in data relative to simulation,
relevant in the extrapolation from the energy scale measured at the Z peak

(⇡ 90 GeV) to the Higgs mass (⇡ 125 GeV)

1. electron E/p vs. ET with electrons from Z and W decays

2. di-electron invariant mass vs. HT = E
1
T + E

2
T in Z ! ee events

⌅ 0.08% e↵ect on the Higgs boson mass

federico.ferri@cern.ch ICHEP 2014, Valencia, July 2-9 2014 13
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Measurement of high energy e/𝛾
Search of X➝𝛾𝛾 resonances: target RS gravitons, excluded mG ≈[2-4] TeV 

- improved calibrations significant also for high-energy photons 

- electronics saturation accounted by the multivariate cluster corrections 

- single channel saturation in barrel: E~1.6 TeV 

- impact on energy scale < 2%  

- residual non-linearity checked with boosted Z➝ee: < 0.5% (0.7%) for photons up to 150 GeV 
in the barrel (endcap)

14

Rafael Teixeira de Lima (NEU) - CALOR 2016, Daegu - South Korea

ENERGY RESOLUTION FOR HIGH ENERGY PHOTONS

14

Impact of recalibration also important for high energy photons 

Possible saturation effects corrected with multivariate 
approach: 

• Saturation impact on energy scale < 2% 

Data/MC energy corrections stable to 0.5% (0.7%) for 
photons up to 150 GeV in barrel (endcap)

Difference in reconstruction of 
high mass diphoton resonance 

between prompt reconstruction 
and re-reconstruction
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Figure 1: The observed invariant mass spectra mgg for selected events in the (left) EBEB and
(right) EBEE categories. There are no selected events with mgg > 2000 GeV. The solid lines and
the shaded bands show the results of likelihood fits to the data together with the associated 1
and 2 standard deviation uncertainty bands. The ratio of the difference between the data and
the fit to the statistical uncertainty in the data is given in the lower plots.

A total of 6284 (2791) photon pairs are selected in the EBEB (EBEE) category. Of these, 461 (800)135

pairs have an invariant mass above 500 GeV. According to simulation, the direct production136

of two photons accounts, respectively, for 90 and 80% of the background events selected in the137

EBEB and EBEE categories. This prediction is tested in data using the method described in138

Ref. [44].139

The diphoton invariant mass distribution of the selected events is shown in Fig. 1, for both the
EBEB and EBEE categories. We perform an independent maximum likelihood fit to the data in
each category using the function

f (mgg) = ma+b·log(mgg)
gg . (1)

This parametric form is chosen to model the background in the hypothesis tests discussed140

below. The results of the fits are shown in Fig. 1.141

5 Likelihood fit142

A simultaneous fit to the invariant mass spectra of events in the EBEB and EBEE event cate-
gories is performed to determine the compatibility of the data with the background-only and
the signal+background hypotheses. The test statistic is based on the profile likelihood ratio:

q(µ) = �2 log
L(µS + B|~̂qµ)

L(µ̂S + B|~̂q)
, (2)

where S and B represent the probability density functions for resonant diphoton production143

and for the SM background, respectively. The parameter µ is the so-called signal strength, while144
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Conclusions
- Continuous developments and understandings of the detector details: 

- New amplitude reconstruction algorithm in place to cope with ≈ 40 pileup 
interaction 

- ready for even higher values expected in 2017 

- energy measurement, calibrated with the 2.5 fb-1 of 2015 data, is as good as in Run I in 
the most precise region 

- The CMS ECAL has played a crucial role in the re-assessment of the Higgs boson 
and its measurements with Run II data 

- > 5σ signal in each of the two high-resolution channels, H➝𝛾𝛾 and H➝4l 

- re-calibration with 2016 data ongoing. Target is mH measurement with full Run II dataset 

- It has been the leading ingredient of the searches of high-mass resonances in the di-
photon and di-electron resonances 

- Looking forward for physics beyond SM searches and / or precise SM 
measurements, including the Higgs boson ones

15
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Simulation
Noise model:  

- realistic noise with sample-correlations and channel-to-channel variations  

-  increase of the APD dark current (expected with irradiation)  

- transparency variations for realistic light-yield 

Material budget in front of ECAL:  

- tracker material description, including in-homogeneities in φ of services in front of the 
endcaps implemented in simulation in Run 2

17

Accurate simulation

Noise model:

⌅ realistic noise with sample-correlations and channel-to-channel variations
⌅ increase of the APD dark current (expected)
⌅ transparency variations for realistic light-yield (and corresponding
photo-statistics)

Material description:

⌅ including in-homogeneities in ' of services in front of the endcaps
⌅ for systematic uncertainties, being implemented in current simulation
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Longitudinal non-uniformity
- Target: adequate uniformity of longitudinal light yield  

- one face of each barrel crystal depolished  

- Simulation: rear non-uniformity of 0.15%, front part assumed uniform  

- Ionizing radiation found to induce additional NUF of 30% of its initial value  
(worst case scenario) at the end of Run1  

➡ simulation modified to account for these effects 

- Result: 0.07% effect on the energy scale, anti-correlated between converted and un-
converted photons

18

More detail: longitudinal non-uniformity (NUF)

⌅ R&D achievements: adequate uniformity of longitudinal light yield
⌅ one face of each barrel crystal depolished
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⌅ Simulation: rear non-uniformity of 0.15%, front part assumed uniform

⌅ Ionizing radiation found to induce additional NUF of 30% of its initial value
(worst case scenario) at the end of Run1

! simulation modified to account for these e↵ects

⌅ 0.015% e↵ect on the energy scale, anti-correlated between converted and
un-converted photons
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ECAL @ 0T
Di-Photon analyses are possible with data at B=0T (0.6 fb-1 of 2015 data).  

No information on track momenta: 

- weakens isolation power  

- more difficult to identify correct vertex  

But energy spread for conversions / brem reduced 

- better energy resolution, easier e/ɣ extrapolation  

- shower shape discrimination more powerful  

- need dedicated channel IC, need absolute scale re-calibration  

- especially in EE, where VPT gain changes wrt 3.8T value as a function                                                                        
of η

19
Rafael Teixeira de Lima (NEU) - CALOR 2016, Daegu - South Korea

ABSOLUTE CALIBRATION AND η SCALE

11

Electrons from Z→ee events are 
used to calibrate the η 
dependence of the energy 
reconstruction and its absolute 
scale 

Z peaks reconstructed with 
electrons in a single η-ring are 
used to correct the relative scale 
between different η-rings 

The Z peak is used again to fix the 
overall absolute calibration, 
matching data to a detailed 
simulation of the detector 

• Separate absolute calibrations for 
3.8 and 0T data

Calibration with Z→ee
3.8T 3.8T

0T: no energy loss in reconstruction due to bremsstrahlung → better resolution

0T0T

Rafael Teixeira de Lima (NEU) - CALOR 2016, Daegu - South Korea

ABSOLUTE CALIBRATION AND η SCALE

11

Electrons from Z→ee events are 
used to calibrate the η 
dependence of the energy 
reconstruction and its absolute 
scale 

Z peaks reconstructed with 
electrons in a single η-ring are 
used to correct the relative scale 
between different η-rings 

The Z peak is used again to fix the 
overall absolute calibration, 
matching data to a detailed 
simulation of the detector 

• Separate absolute calibrations for 
3.8 and 0T data

Calibration with Z→ee
3.8T 3.8T

0T: no energy loss in reconstruction due to bremsstrahlung → better resolution

0T0T

0T: no energy loss in reconstruction due to bremsstrahlung (e.g. in barrel at 
|η|>1 where material upstream ECAL is higher) → better resolution 
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Energy resolution

20
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Figure 1: Comparison of the dielectron invariant mass distributions in data and simulation
for Z ! e+e� events where electrons are reconstructed as photons. The events are split into
categories according to the h and R9 of the electrons. The simulated distribution is normalized
to the integral of the data distribution in the range 87 GeV< me+e� < 93 GeV.

In order to improve the level of agreement, the variables with substantial disagreement be-
tween data and simulation are corrected using a scale factor derived from a sample of electrons
reconstructed as photons and selected with the tag and probe method in Z ! e+e� events. The
variables affected by this correction are R9, h-width (the supercluster width in the h direction)
and S4 (the energy ratio of 2x2 and 5x5 array of crystals centred on the seed crystal). The cor-
rection is applied separately in the ECAL barrel and endcaps. A specific systematic, described
in Section 10 is included as a result of introducing this correction.

The tracks of charged particles reconstructed in the central tracker and the energy deposits
reconstructed in the calorimeters are clustered into jets with the anti-kT algorithm [22] using a
value of 0.4 for the distance parameter R, implemented in the FASTJET package [23]. Charged
candidates associated with a vertex other than the selected vertex for the event are excluded.
Jets are required to have transverse momentum pT at least 20 GeV and |h| < 4.7. For jets
with |h| > 2.5, outside the tracker acceptance, a pileup mitigation technique exploiting the
width of the jet is used. The width of the jet, defined as < R2 >= Âconstituents p2

TDR2

Âconstituents p2
T

, where DR =
p
(Dh)2 + (Df)2 is between the constituent and the jet axis, is required to be less than 0.03.

The jet energy measurement is corrected for detector effects using samples of dijet, g + jet, and
Z + jet events [24]. An event-by-event jet-area-based correction [23–25] is applied to remove
the energy from additional collisions in the same bunch crossing (pileup).

Resolution improves after 2015 calibration: 

- For |η|<1, precision at the level of Run I 

- elsewhere, limited by electron-sample statistics

Converted photons


