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BelleDIRAC
Working since quite a while 

Scaling up with increasing 
resources from sites 

• ~25k concurrent jobs, >150 “HS06” (*) 

Evolving towards the start of the 
experiment 

• Automation in production 
• Automation in data distribution 
• Automation in issue detecting (and 

operation) 

Just upgraded to v6r14 

No intention to repeat what we 
already presented last year
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Upgrade to v6r14
Done in Apr 2016 

• Avoided major system changes during the “MC5” campaign (Aug 2015 - Apr 2016) 

Followed the instructions, and then, … 
• An issue around IPv6 needed a hack — ([DIRACGrid] “Can we disable IPv6 support?”) 
• Monitoring service works on SL6.7 but not on SL6.5 — ([DIRACGrid] “ps -q option on SL5/6”) 

‣ A list of “certified OS”, or information of the certification environment would be useful 
• Short modification to AccountingSystem — manually disabled “rebin” feature 

‣ no good idea on what to suggest, yet 
• DIRAC went to “unicode” (or, is moving to, for it is not done everywhere, eg. SE?) 

‣ Adapting the DIRAC codes for LFC is on Belle II, in consultation with DIRAC dev. — (PR2891) 
• Issues with web portal 

‣ Needed modification in dirac.cfg ([DIRACGrid] “How to load WebAppDIRAC module?”) 
‣ Some bugfix, typo suggested ([DIRACGrid] “WebAppDIRAC configuration mistake”) 

• The latest lcgBundles don’t work (both for SL5 and for SL6) 
‣ Currently using the most recent “working version” (SL5: 2014-03-20, SL6: 2015-06-10) 

• BelleDIRAC adaptations, of course 

Now we have seen the v6r15 is out. Should we go for v6r15 soon?
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Belle II Production System
In Belle II, we are building a “production system” on top of DIRAC 

• Some workflows similar to LHCb, transformations look alike 
• Others different, Belle II specific components implemented 

‣ No Oracle+Bookkeeping, non-T1 SEs distributed over different continents 
• Making good use of DIRAC components (TransformationSystem, RMS, …) 

Composition 
• ProductionManagement to define/manage what to produce (MC, reprocessing, …) 

‣ under development, no report today 

• Fabrication to define/manage jobs 
‣ prototype in production, utilising TransformationSystem 

• DistributedDataManagement to distribute/relocate data 
‣ initial implementation being integrated 

• Monitoring and more… 

BelleDIRAC components named avoiding those that already exist in DIRAC 
• Not always easy… (eg. DDM vs DMS)
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Data Management Block
Datasets 

• Belle II produces various types of MC data 
‣ Organised as “datasets” (defined as a part of LFN path) 

• “Runs” can also be considered as “datasets” 

Data Management Blocks 
• Clustering files of the same MC type onto the same SE, to some extent, would 

ease some workflows 
‣ multiple input of the same type — merge, analysis, … 
‣ possible data management at directory-level 

• A dataset can contains millions of files — too many as a unit of data management 
• “Data block” as a unit of data management 

‣ max 1000 files as initial implementation, so far so good. May tune with experiences 
• “Dataset” is the unit of production, but files are organised in “data blocks” 

‣ Some system impelementation based on “data blocks” 
• A subdirectory under “dataset” path: /belle/…dataset…name…/subNN/files
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ProductionSystem: Fabrication
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ProductionSystem: Fabrication
Job definition/submission system based on the 
TransformationSystem 

• A transformation per production definition 
‣ created manually today, by the other system component in future 

• A dataset per production definition, data blocks defined according to the 
number of files to produce 

• Job definition/submission with TransformationSystem to fill data blocks 
‣ worked fine usually, with occasional “over-creation”  

• Job creation throttled, not to overload the system, and to feed enough “waiting” 
jobs to the system 

• For “failed jobs”, new jobs created rather than rescheduling the same jobs (as 
presented last year), file name uniqueness assured by “taskIDs” (as suggested 
by FS last year) 
‣ Works perfectly. Thanks! 

• Some issues reported/consulted. Thanks for the help. 
• Hoping even smoother production with v6r14
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Fabrication system
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Fabrication workflow
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Monitoring Production Progress
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Customised accounting to monitor 
the progress of different types of 
MC production (uubar, ddbar, …) 

• different transformation groups for 
different event types
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Monitoring Production Progress
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and with number of events stored in the 
“production system” 
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ProductionSystem: DDM
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ProductionSystem: DDM
Belle II Distributed Data Management System 

• manages data with “data blocks” as the unit of operations 
• utilises RMS/DMS to treat files 

Transfer component 
• throttles “requests” to RMS, not to overload the system, and to keep possibility to prioritise the 

actions (feed requests to RMS according to the priority/weight) 
• initial implementation with TransformationSystem (as was suggested last year) 

‣ worked fine, but only for “one-time” distribution 
‣ difficult (or impossible) to “relocate” data after initial replication 

• current implementation directly uses RMS, not via TransformationSystem 

Deletion component 
• Deletion is as challenging as transfers 
• A special component under development, not relying on RMS, for we definitely need different 

throttling for each SE and for FC 

Data block replica catalog 
• To ease the DDM workflows, to reduce load on the file catalog 
• Under planning, probably utilising DFC (as discussed offline last year)
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Clouds and Volunteer Computing
Belle II is using cloud resources via 

• VMDIRAC  
• Cloud Scheduler 

(we have the expert of each) 

Network issues 
• Squid inside the clouds on static nodes 
• Shoal to find the nearest squid 
• Possible DIRAC services (eg.CS) within the clouds? 

‣ may not need this if CS accessible via http cache 
• Some academic network connection to clouds… 

BelleII@home 
• Some development work for volunteer computing with BOINC 
• To be presented at CHEP 2016
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Works on DIRAC codes
SiteDirectors 

• Quite some Belle II sites are non-grid 
• Thus, some efforts have been, and are being, put into SiteDirector coding 

‣ SLURM : some bug fixes — to be reported as PRs 
‣ HTCondor : some fixes — to be reported as PRs? 
‣ IBM LoadLeveler : under development 

RSS CE Status? 
• A person in Belle II was looking into this 

‣ following the communication in the diracgrid-forum ([DIRACGrid] “Installing RSS”) 
‣ but then he became busy in his new position before implementing any 

contribution 

• Now we find new implementation https://github.com/DIRACGrid/DIRAC/
issues/2874 

• Is this only for v6r15? (or to be back-ported to r14?)
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RMS/DMS
Replication requests will pile up 

• with a higher request rate than the processing capacity 
• The node running RMS+DMS gets fully loaded 
• So, we try to “throttle” replication requests 

BelleDIRAC RMS extensions 
• ReplicateAndRemove for “move” operations 
• Retrieve “destination SE” from replication requests (we monitor requests per dest SE) 
• Retrieve a list of requests within a time range together with their status with a single call (rather 

than retrieving the status per request one-by-one) 
• Probably to be pull-requested 
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Requests pile up with a too high request rate

Number of requests stays moderate with a lower request rate

The system fully loaded when requests pile up
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DMS
GFAL2HTTP 

• “Major to come” in the DMS presentation last year (C. Haen) 
• Some on-going activities in Belle II on HTTP/DaviX data access (currently w/o 

DIRAC) 
• We would be happy to try out GFAL2HTTP in DIRAC (when?) 

Different protocols for different aspects? 
• Following WLCG, Belle II will get rid of SRM, but there will be a transition period 

with multiple protocols to use (even for a singe SE) 
• SRM for write 

‣ Currently we rely on SRM for space accounting (space token) 
• non-SRM for read (http/davix, root/xrootd) 

‣ We will need direct read by ROOT in some use cases (jobs read files on SE without downloading 
to WNs) 

• Protocol to use in FTS transfers depends on the other SE 
• Will this be possible in DIRAC?
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Revisiting some issues from last year…
DIRAC config retrieval with http 

• so that we can make use of http proxy cache 

MatchingDelay with Site=ANY 
• Pilot submission get affected 

‣ idle cycles without pilot submission even when there are available 
slots 

• Pilots get wasted 
‣ increases the loads on the CE and the DIRAC server 

PFN definition of DIRAC-SE (dips) 
• used to be PFN = LFN, now PFN = hostname + LFN, solved? 
• Should be solved now that PFN is “abandoned”? 
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