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MOORE (1965)

The components are approaching a fundamental 
limit of smallness: the atom



AFTER MOORE

“The number of people predicting the death of Moore’s 
Law doubles every two years” Peter Lee (a  VP at Microsoft)

http://www.economist.com/technology-quarterly/2016-03-12/after-moores-law

http://www.economist.com/technology-quarterly/2016-03-12/after-moores-law






DATA SCIENCE 

“I think data-scientist is a sexed up term for a statistician,”  Nate 
Silver told an audience of statisticians in 2013 at a 

                           Joint Statistical Meeting.

This timeline that follows was published 
in WhatsTheBigData.com 
See also A Very Short History of Big Data and A Very Short 
History of Information Technology  (Gil Press) 

http://www.statisticsviews.com/details/feature/5133141/Nate-Silver-What-I-need-from-statisticians.html
http://whatsthebigdata.com/
http://www.forbes.com/sites/gilpress/2013/05/09/a-very-short-history-of-big-data/
http://www.forbes.com/sites/gilpress/2013/04/08/a-very-short-history-of-information-technology-it/


DATA SCIENCE VS STATISTICS 
— 1962 John W. Tukey writes in “The Future of Data 

Analysis”: “For a long time I thought I was a 
statistician, interested in inferences from the 
particular to the general. But as I have watched 
mathematical statistics evolve, I have had cause to 
wonder and doubt… I have come to feel that my 
central interest is in data analysis… Data analysis, 
and the parts of statistics which adhere to it, must…
take on the characteristics of science rather than 
those of mathematics… data analysis is intrinsically 
an empirical science… How vital and how 
important… is the rise of the stored-program 
electronic computer? In many instances the answer 
may surprise many by being ‘important but not 
vital,’ although in others there is no doubt but what 
the computer has been ‘vital.’” In 1947, Tukey 
coined the term “bit” which Claude Shannon used 
in his 1948 paper “A Mathematical Theory of 



DATA SCIENCE VS DOMAIN SCIENCE 

— 1974 Peter Naur publishes Concise Survey of Computer Methods in 
Sweden and the United States. The book is a survey of contemporary 
data processing methods that are used in a wide range of applications. It 
is organized around the concept of data as defined in the IFIP Guide to 
Concepts and Terms in Data Processing: “[Data is] a representation of 
facts or ideas in a formalized manner capable of being communicated or 
manipulated by some process.“ The Preface to the book tells the reader 
that a course plan was presented at the IFIP Congress in 1968, titled 
“Datalogy, the science of data and of data processes and its place in 
education,“ and that in the text of the book, ”the term ‘data science’ has 
been used freely.” Naur offers the following definition of data science: 
“The science of dealing with data, once they have been established, while 
the relation of the data to what they represent is delegated to other fields 
and sciences.”



DATA SCIENCE VS COMPUTER SCIENCE

— 1977 The International 
Association for Statistical 
Computing (IASC) is established 
as a Section of the ISI. “It is the 
mission of the IASC to link 
traditional statistical 
methodology, modern computer 
technology, and the knowledge of 
domain experts in order to 
convert data into information and 
knowledge.”

—1989 Gregory Piatetsky-
Shapiro organizes and chairs 
the first Knowledge Discovery in 
Databases (KDD) workshop. In 
1995, it became the annual ACM 
SIGKDD                               
Conference                                  
on Knowledge                    
Discovery and                            
Data Mining                             
(KDD).



THE 90’S

— September 1994 BusinessWeek publishes a cover story on 
“Database Marketing”

— 1996 Members of the International Federation of Classification 
Societies (IFCS) meet in Kobe, Japan, for their biennial conference. 
For the first time, the term “data science” is included in the title of 
the conference (“Data science, classification, and related methods”)

— 1996 Usama Fayyad, Gregory Piatetsky-Shapiro, and Padhraic Smyth 
publish “From Data Mining to Knowledge Discovery in Databases.” 

— 1997  In his inaugural lecture for the H. C. Carver Chair in Statistics at 
the University of Michigan, Professor C. F. Jeff Wu (currently at 
the Georgia Institute of Technology), calls for statistics to be 
renamed data science and statisticians to be renamed data 



THE 21ST CENTURY
— 1997 The journal Data Mining and Knowledge Discovery is launched

— December 1999 Jacob Zahavi is quoted in “Mining Data for Nuggets of Knowledge” in 
Knowledge@Wharton: “Conventional statistical methods work well with small data sets. 
Today’s databases, however, can involve millions of rows and scores of columns of data… 
Scalability is a huge issue in data mining….”

— 2001 William S. Cleveland publishes “Data Science: An Action Plan for Expanding the 
Technical Areas of the Field of Statistics.” It is a plan “to enlarge the major areas of 
technical work of the field of statistics. Because the plan is ambitious and implies 
substantial change, the altered field will be called ‘data science.’”

— April 2002 Launch of Data Science Journal, publishing papers on “the management of data 
and databases in Science and Technology. 

— January 2003 Launch of Journal of Data Science: “By ‘Data Science’ we mean almost 
everything that has something to do with data: Collecting, analyzing, modeling…… yet the 
most important part is its applications–all sorts of applications. This journal is devoted to 
applications of statistical methods at large…



NSF

— September 2005 The National Science Board publishes “Long-lived 
Digital Data Collections: Enabling Research and Education in the 
21st Century.” One of the recommendations of the report reads: “The 
NSF, working in partnership with collection managers and the 
community at large, should act to develop and mature the career 
path for data scientists and to ensure that the research enterprise 
includes a sufficient number of high-quality data scientists.” The 
report defines data scientists as “the information and computer 
scientists, database and software engineers and programmers, 
disciplinary experts, curators and expert annotators, librarians, 
archivists, and others, who are crucial to the successful management 
of a digital data collection.”



HACKING

— March 2009 Kirk D. Borne and other astrophysicists submit to the 
Astro2010 Decadal Survey a paper titled “The Revolution in 
Astronomy Education: Data Science for the Masses “

— September 2010 Drew Conway writes in “The Data Science Venn 
Diagram”:  “…I present the Data Science Venn Diagram… hacking 
skills, math and stats knowledge, and substantive expertise.”

— May 2011 David Smith writes in “’Data 
Science’:  What’s in a name?”: …. I 
think ‘Data Science’ better describes 
what we actually do: a combination of 
computer hacking, data analysis, and 
problem solving.”



DL  MAJOR ++
— DNN can encapsulate expensive computations (MEM or Simulations)

— DNN can be faster than traditional algorithm (after training) 

— DNN already parallelized and optimized for GPU/HPCs

- boost from industry building optimized chips, HPC systems, clouds 
etc

— DL solution to HEP data (e.g. HL-LHC) outpacing Moore’s law

— cannot assume we will get 10x computing power for same $ in 1 
years

— DL could replace reconstruction difficulties (e.g. in LAr TPCs)
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DL MADE IT IN DIRECTOR’S SLIDES 

8/12/2016 Joe Lykken | Fermilab update7

Improved Event Selection 

Improvement in sensitivity from CVN 
equivalent to 30% more exposure 

¨  This analysis features a new event selection technique 
based on ideas from computer vision and deep learning 

¨  Calibrated hit maps are 
inputs to Convolutional Visual 
Network (CVN) 

¨  Series of image processing 
transformations applied to 
extract abstract features 

¨  Extracted features used as 
inputs to a conventional 
neural network to classify the 
event 

P. Vahle, Neutrino 2016 11 

maximal mixing 
excluded at 2.5 σ



ArgoNeuT: Mini LArTPC Exposure to Fermilab's NuMI Beam



ArgoNeuT





ATLAS CALORIMETER 



CMS HGC CALORIMETER (UPGRADE) 



LCD CALORIMETER PILOT  (SURF)



& SUPERFAST SIMULATION 



DL RECO IN IMAGING CALORIMETERS

— Improved classification/regression with Convolutional 
NNs

— Fast Showers with Generative models
— Feature (particle) extraction with Regional NN and 

semantic segmentation
— Full event classification (RN, RT)
— ++Detector optimization !!



TRACKING/VERTEXING



TRACKING 



EXAMPLE OF ML APPROACH



EXAMPLE OF ML APPROACH



PHYSICS OBJECTS AND ANALYSIS EXAMPLES



HARDWARE

++ cognitive computing (e.g. IBM TrueNorth Spiking neuron technology, v low 
power consumption — application to pattern recognition)

➢ Low power consumption 



OTHER APPS



SUMMARY  

— Deep learning has leaped forward over the last decade

— Machine learning is a potential solution to several HL-LHC 
computational challenges

— Deep learning can further enable & accelerate  scientific return, by 
tackling complexity

— Engage & collaborate with Data Science Experts on HEP  Challenges

- http://cern.ch/DataScienceLHC2015
- https://indico.cern.ch/event/514434
- https://indico.hep.caltech.edu/indico/event/102

stay tuned: NEXT at FNAL March 2017

http://cern.ch/DataScienceLHC2015
https://indico.cern.ch/event/514434
https://indico.hep.caltech.edu/indico/event/102


SIZE OF THE BIG DATA CHALLENGE 



Cristián Peña, Caltech

• Past 48 hours were spent trying to repeat the entire 
analysis with the photon ID corrected. 

• 24-hour analysis (shift) coverage for past 3 days between: 

• CERN ( Dustin, Jay, Zhicai ) 
• Australia - SUSY2016 ( Cristian ) 
• US ( Si )
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