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Figure 7: Single photoelectron detection efficiency map for (a) pixel 45 of the H8500, which was termed the
best pixel and (b) pixel 14 of the H8500, which was termed the worst pixel.

uniform across the its area in comparison with the map shown in fig. 7 a. The pixel efficiency increases
across the centre of the pixel and decreases towards the edge. The typical efficiency of the pixel ranges
from 25 % to 45%. Similar low crosstalk values, between 10 % and 15 %, outside the edges of the pixel
to those shown in fig. 7 a are observed.

3.2 H7546 Efficiency Tests

The light level settings for single photoelectron detection with the H7546 MAPMT had to be altered
from those concluded to be optimum for the H8500 MAPMT. The OD of the ND filters had to
be increased, due to the superior quantum efficiency of the H7546 cathode material (see tab. 1).
The finalised settings for single photoelectron detection with the H7546 MAPMT were selected as a
cumulative OD of 4.8 for the ND filters, and a supply voltage of -900 V to the MAPMT.

Fig. 8 a shows the spectrum obtained for pixel 3 of the H7546 MAPMT with the light centred upon
it and the aforementioned light level settings. Upon inspection of fig. 8 a, it appears possible that the
spectrum is for more than one photoelectron, since the peak to valley ratio is rather high.

(a) (b)

Figure 8: (a) Proposed single photoelectron spectrum for pixel 3 of the H7546. (b) Global efficiency map for
the 32 channels of the H7546 MAPMT which were readout, in response to the finalised light level settings.

Fig 8 b shows the global efficiency map of the H7546 MAPMT in response to a 0.4 mm step size
laser scan of its entire surface, and with the light level settings used to obtain the spectrum shown
in fig. 8 a. The 32 channels readout are indicated by the 4 rows of red efficiency responses in fig. 8 b.
The remaining 32 channels were not connected at all to the QDC modules. It is unclear why the
response from pixel 39 is so low, at around 20 % to 30%, this is possibly due to a faulty or low
efficiency electronic line. The result in fig. 8 b shows typical pixel efficiencies lying above 90%, with
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Silicon PhotoMultiplier
a Peltier cooler circuit, allowing cooling of the detector to -20

◦
C in order to reduce the dark count

rate, and a pulse pre-amplifier. Although the SPMMini is not a position sensitive detector, it is useful

for understanding the characteristics and operation of SiPM’s prior to testing multipixel SiPM’s with

more complicated behaviour.

(a) (b)

Figure 3: (a) The SensL SPMMini with one SiPM pixel of active area 1 mm× 1 mm [20]. (b) The SensL

SPMArray4, consisting of 16 SiPM pixels and having a total active area of 13.4 mm× 13.4 mm [21].

The SensL SPMArray4 [21] is a position sensitive SiPM array consisting of 16 pixels arranged

in a 4× 4 matrix (see fig. 3 b). The total active area is 13.4 mm× 13.4 mm. Each pixel size is

2.85 mm× 2.85 mm and each pixel has 3640 microcells. The bias voltage for each pixel is between

+ 34V and + 40 V and the gain of each pixel is quoted as 10
6
. Individual pixels can be readout, or the

sum of all pixels can be extracted. The signals are fed out through a charge sensitive transimpedence

pre-amplifier. The detector is overmoulded with epoxy, which is useful for direct coupling to scintil-

lators. It is stated in [21] that the SPMArray4 has the smallest form factor package on the market

today, and that it has the best fill factor with 200µm deadspace between pixels.

The dark count rates for the SPMMini are quoted in [20] as 0.42MHz, when measured at room

temperature with a 0.5 pe signal threshold. This is considerably lower than the 8MHz per pixel

quoted for the SPMArray4 in [21], which was obtained with the same measurement settings. This is

not surprising since, in first order, the thermal generation of carriers is proportional to the depleted

volume of all microcells [18]. The dark count rates of the SPMArray4 were measured experimentally.

A mean pixel dark count rate of 1.7 MHz per pixel, at a threshold of 0.5 pe and room temperature,

was measured. This is lower than the stated 8 MHz, and it is postulated that this was due to the

baseline shifts observed in the signal traces, which will be described below in section 5.2.

5.1 Fitting SiPM Charge Spectra in Response to Low-level Laser Pulses

Charge spectra obtained from SiPM’s display high photopeak resolution which, when fitted by a

function of the appropriate form, can yield the device’s gain as well as the incident photon count.

A function, developed by Achenbach and described in [22], was written which could be applied

to charge spectra obtained from SiPM’s in response to laser light. The fitting function describes two

Poissonian functions convoluted with a Gaussian function, and its form can be seen in eqn. 1.

Fit Function =

max�

p=0

max�

s=0

λ(PhotonCounts) × µ(Secondary Microcell Counts) × σ(Noise) (1)

Where: p denotes the incident photon count; s is the secondary microcell count; λ(PhotonCounts) is a

Poissonian function describing the incident photon flux; µ(Secondary Microcell Counts) is a Poissonian

function describing optical cross talk of microcells in the device and σ(Noise) represents a Gaussian

function which accounts for microcell and pedestal noise. The definition of the function variable also

takes into account the non-linearity and gain of the device, as well as the pedestal position of the

charge spectrum.

The charge response of the SPMMini in response to low-level laser pulses had previously been

recorded by S. Nutbeam [23]. Charge spectra were obtained using a laser trigger signal for the readout
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collection anode and readout. One common dynode structure utilized is the metal channel dynode
structure (see fig. 1 a), since it maintains high gains for each pixel. MAPMT’s therefore represent
attractive position sensitive PMT candidates. An example of an MAPMT is the Hamamatsu H8500
(see fig. 1 b). The active area of the H8500 is 49 mm× 49 mm, incorporating an array of 8× 8 pixels.

(a) (b)

Figure 1: (a) 2D schematic showing the metal channel dynode structure of an MAPMT [15]. (b) Two
Hamamatsu H8500 MAPMT’s with 64 channels each [16].

SiPM’s are Geiger mode Avalanche PhotoDiodes (G-APD’s) consisting of a number of microcell
APD’s connected in parallel, all of which are biased just above breakdown voltage. The output signals
of the SiPM are given by the overbias voltage and the capacitance of the microcells. G-APD’s are
operated in the non-linear regime, meaning that incident photon absorption can induce a diverging
multiplication avalanche caused by impact ionizations. For G-APD’s - in comparison to linear APD’s
where the avalanche is mainly caused by free electrons - secondary avalanches are initiated by electrons,
holes and optical photons created during the avalanche. The multiplication is self-sustaining and
eventually the breakdowns are stopped by quenching circuits connected to the cells. The time needed
to recharge a cell, after a breakdown has been quenched, depends mostly on the cell capacitance and
the individual quenching resistor [17]. Further explanation of G-APD theory can be found in [17, 18].

SiPM’s have high enough resolution to count incident photon numbers. This is because the output
signal is directly proportional to the number of microcells which have fired (i.e. to first order, the
number of photons which have struck the device). Fig. 2 shows a typical SiPM response to low
level light pulses. The different pulse heights correspond to how many microcells fired. This feature
is emphasised by the blue histogram, displaying clearly separated photopeaks in the pulse height
spectrum of the signal. This photon counting resolution is only valid for low light levels, since at
higher levels there will be a deviation from linearity of the device. The deviation arises when the
number of incident photons times the PDE is above 50% occupancy, since the probability that a
microcell will be hit by more than one photon will increase.

Figure 2: The SiPM response to low level light. The photon counting ability is indicated by the signal pulse
height levels. The pulse height spectrum is shown in blue.

3

of signals to a charge to digital converter (QDC). The QDC integrated the signal charge pulses, and
histograms of the data were plotted.

The fit developed from eqn. 1 was investigated and an example of its shape is shown below in
fig. 4, where it has been fitted to data obtained by Nutbeam. The fact that the fit accounts for various

Figure 4: A charge spectrum obtained from the SPMMini with low level light. The spectrum is fitted with a
function which takes into account optical crosstalk between microcells of the device amongst other noise sources.

noise effects and non-linearity is very appealing since these are factors which will smear the photopeak
resolution. It also allows one to investigate the expected spectrum shape if experimental conditions,
such as light level, are altered. The fit function will provide a useful analysis tool for understanding
spectra obtained from more complicated setups, which will be tested.

5.2 Baseline Shifts in the SensL SPMArray4 Signals

Before testing properties such as the gain or σtime of a photon detector to determine its suitability for
a certain application, one has to comprehend the signal shapes which are extracted from the device.
An example of the importance of this lies in the SensL SPMArray4 signal shapes.

The signals from individual pixels, without any light source present, were viewed directly on the
oscilloscope. Enough microcells fired thermally for the photon counting ability of the device to be
observed (see fig. 5 a). The majority of pulse heights corresponded to one microcell firing, as expected.

(a) (b)

Figure 5: (a) Dark counts from pixel 2 of the SPMArray4. The photon counting ability is indicated by the
different pulse heights. The main noise level of 1 - 2 pe is observed by the colour gradient. (b) Dark counts
from pixel 2 of the SPMArray4. Baseline shifts are visible in the signal traces.

The signals obtained showed baseline distortions (see fig. 5 b), where the baseline did not appear
to return to the 0 V point after noise hits. This is not desirable as it results in signal pileups and

6
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M (i) =

1

L

i−1�

j−i−L

MWDM (j) (3)

In eqn. 2 M is the sample number, τ is the filter’s pole-zero (p-z) correction value and x represents

the signal. In eqn. 3 L is the moving average sample number.

The filter algorithm was applied to individual waveforms of the data, to determine the optimum

sampling and p-z correction parameters. Fig. 7 shows a raw signal waveform in blue, and the cor-

responding output from the filter in red. The figure shows that the filtering method was extremely

effective in restoring the signal baseline level, and signal pileup effects have been reduced.

Figure 7: One waveform of the sampled SPMArray4 signal is shown in blue. The same waveform after passing

it through the noise reducing digital filter is shown in red. The baseline is emphasised by the black line.

The filter was then applied to all waveforms in the data set. Fig. 8 a shows the overlay of waveforms

sampled from the SPMArray4 before filter application. Whereas fig. 8 b shows an overlay of the output

waveforms from the filter. The different pulse heights, corresponding to increasing incident photon

levels, are now visible and clearly separated. This comparison shows that application of the digital

filter successfully yielded pulse height separation which was not previously obtainable.

(a) (b)

Figure 8: (a) An overlay of the raw waveforms sampled from the SPMArray4. (b) An overlay of the digital

filter output once applied to all waveforms sampled from the SPMArray4.

A pulse height spectrum was produced from the overlay of the filter outputs (see fig. 9 a). This is

equivalent to the action of of a peak sensing analogue to digital converter (ADC) on signals from the

SPMArray4. On comparison with fig. 6, a greatly improved photopeak resolution is revealed. The

8

the smearing of pulse height levels. Dark count measurements and attempts to obtain photopeak

resolution in response to low level light pulses, showed that a method would have to be developed

which could minimise the baseline shift effect.

5.3 Waveform Sampling and the Application of Digital Filters to SiPM Signals

In response to the baseline shift behaviour (section 5.2), an investigation was carried out into sampling

the SPMArray4 signals and analysing them offline by digital signal processing. The aims of these tests

were to increase the photopeak resolution of SPMArray4 signals obtained in response to low level light,

as well as gain experience in correcting for noise effects in photon detectors.

For the measurement setup, a single pixel was illuminated with laser pulses and readout to a

Tektronix DPO 7254 oscilloscope. The laser and SPMArray4 were housed in a light tight box, and

the laser intensity was controlled by attenuation filters. The pixel’s signal waveform was sampled by

the oscilloscope using the laser pulser as the sampling trigger, i.e. the device was not self triggered.

The signal was sampled at a rate of 10GS/s, the oscilloscope resolution was set to 100ps/pt and the

vertical scale on the oscilloscope display was set to 2mV/div.

5.3.1 Digital Filtering Algorithm, Results and Discussion

As an initial cross-check to the origin of the low photopeak resolution, the function parameters for the

SiPM fit (eqn. 1) were varied. It was found that a large pedestal noise factor resulted in a function

with the same shape as pulse height spectra extracted from waveform sampling. Fig. 6 shows such a

pulse height spectrum with the fit applied. The results verified the oscilloscope observations - noise

at the baseline level, which was smearing the photopeak resolution.

Figure 6: A pulse height spectrum obtained from the SPMArray4 using waveform sampling. The fit from

eqn. 1 has been applied and the results yielded a large value for pedestal noise.

A recursive digital filter algorithm was developed using material provided in [24]. The filter applied

a moving window deconvolution (MWD) to the data. It then performed a moving average (MA) on the

MWD output. The MA output values were then extracted from the algorithm. The MWD filter was

designed to compensate for the convolution of the SiPM signal with noise, hence restoring waveforms

to the 0 V baseline. The MA was equivalent to passing the MWD signal through a low-pass filter.

The expression for MWD and MA actions of the filter are given in eqns. 2 and 3.

MWDM (i) = (x(i)− x(i−M)) +
1

τ

i−1�

j=i−M

x(j) (2)

7

photopeaks are separated equidistantly from each other as expected, since this represents the gain of

the device.

(a) (b)

Figure 9: (a) The improved photopeak resolution obtained from the SPMArray4 signals by application of the

digital filter. (b) The expected pedestal and 1 pe noise levels present in the SPMArray4 signal line before and

after the main signal pulse.

Pulse height spectra were taken from either side of the main signal pulse (see fig. 9 b). The noise

pedestal corresponding to 0 pe and the 1 pe photopeak are present in the histogram. This was another

indication that the filter was successful, since expected noise present in the device will consist of

baseline noise and dark count signals.

The results show that digital signal processing can be used effectively for dealing with noise effects

in the SPMArray4. The results also represent an extremely important step forward in understanding

the operation of SiPM’s. Since, if these detectors are to be incorporated into a complicated position

sensitive detector application, it will be essential to develop methods to correct for the high noise

levels.

6 The Development of a Position Sensitive Scintillation Detector

A dedicated position sensitive scintillation detector was required, by the University of Strathclyde’s

ALPHA-X project team, for use with a laser test beam at the Rutherford Appleton Laboratory

(RAL). The ALPHA-X team research laser plasma wakefield acceleration, and the beamtime aimed

to characterise the energy spectrum of the betatron beam produced by their accelerator. A team from

the Nuclear Physics Group of Glasgow University were involved to provide a scintillation detector for

characterisation of gamma (γ) rays in the low MeV energy range. The detector had to be sensitive to

single γ rays in an extremely high photon flux environment, and position sensitive to increase detection

efficiency.

The design, characterisation and operation of this detector provided an excellent opportunity to

draw on knowledge and experience acquired from previous tests. This covered topics such as: PMT’s;

scintillators and their energy resolutions; noise reduction and QDC readout methods. This was also a

key chance to learn skills which will be needed for the development of a position sensitive scintillation

detector for medical applications, which will be carried out in the remainder of the PhD thesis work.

6.1 Tests with Inorganic Scintillators

Initial tests were carried out to further understand detecting light from inorganic scintillators. The

setup for the tests is shown in fig. 10. The scintillator was coupled to a Phillips XP2262/B single

channel PMT with optical grease, and the radioactive source was
60

Co. The QDC readout triggered

on the PMT signals, allowing recording of charge spectra. Pedestal readings were taken before and

after measurements, using a random trigger and with no radioactive source present. The resolutions

9

Digital Filters

WDM(i) = (x(i)− x(i−M)) +
1

τ

i−1�

j=i−M

x(j)
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dedicated front-end in order to handle signals from SiPM matrices
without degrading their large dynamic range [5,6].

Currently a custom modular acquisition system for the read-
out of two heads of a reduced size (2.4!2.4 cm2) prototype of the
4D-PET block detector is under development. This system consists
of 9þ9 identical DAQ boards housing a custom ASIC front-end
chip for the read-out of each detector head. A high performance
master FPGA will handle the acquisition of the signals from the
front-end boards managing the time coincidence and the TOF
algorithm [7].

In this paper we present the acquisition system that includes a
custom ASIC front-end, and its characterization measurements
with and without the photodetector connected.

2. Four years of R&D on Silicon Photomultipliers

The performances of SiPM pixels and matrices as a photode-
tector for PET have been deeply investigated by the DASiPM
collaboration in the last four years. Photodetectors up to 8!8
pixels with a 1.5 mm pitch produced at FBK-irst (Trento, Italy) [8]
have been coupled to LSO scintillator crystals of different sizes and
designs in order to study their time, energy and spatial resolution
capabilities.

Continuous slabs of LSO of the same size of the detector and
0.5 cm thick have been used to perform spectroscopic measure-
ment with a 22Na source [3,4]. The typical 22Na energy resolution
at 511 keV in time coincidence is below 15% FWHM, adequate for
PET applications.

The very low intrinsic time jitter (about 70 ps at single photo-
electron level) of the SiPM has been measured [9] using a Ti:sap-
phire laser with jitter below 100 fs. It has been demonstrated that
SiPM intrinsic timing performances do not significantly affect the
module performances when it is coupled to a scintillator crystal.
Measurements made with a 3!3 mm2 SiPM pixel coupled to a
LSO:Ce,Ca crystal of the same area have shown a time jitter
resolution slightly above 100 ps sigma for the single device [10]
which is comparable to that expected considering LSO decay time
properties and detector efficiency [11].

Extremely encouraging results have been achieved for the
spatial resolution capabilities of SiPM matrices when they are
coupled to continuous LSO slab painted black on the other faces. A
22Na point source placed very near the detector module has been
collimated performing a time coincidence with a far away LSO
single pixel of 1 mm2 surface; in this way a light spot has been
obtained, that can be used to scan the module moving the source
and the crystal pixel simultaneously. With this set-up we were
able to reconstruct the spot spatial position with a sub-millimetric
resolution (FWHM) [12].

SiPM matrices require the development of a dedicated multi-
channel front-end capable to respect their high dynamic range and
their excellent timing performances. At Politecnico of Bari, in the
framework of the DaSiPM collaboration, a mixed signal ASIC
(BASIC chip) for the read-out of SiPM matrices based on a current
buffer approach has been developed, and its design and perfor-
mances have already been described in a previous work [5]. In this
way the signal can be easily duplicated and split into two lines: a
fast one, including a current discriminator, which provides the
trigger signal, and a slow one, yielding the analog signal propor-
tional to the energy deposited. The architecture includes also a
fast-OR circuit for the ultimate trigger generation (FASTOR) and a
standard cell digital module which manages the multiplexing of
the channels. The BASIC can provide three different gains (1 V/pC,
0.5 V/pC, 0.33 V/pC). The lower gain guarantees a 70 pC dynamic
range, which has been optimized for the read-out of SiPMs
coupled to LSO crystals painted black. An 8 channel version of

this chip has already been tested [13] while a 32 channel design is
already available and it is currently under test [6].

3. The 4D-PET module

At University of Pisa and INFN Pisa we are planning to build a
high spatial and time resolution PET module with DOI capabil-
ities. In its final version this module will have an overall size of
4.8!4.8 cm2, comparable to the size of the standard block
detector [14], and hence, it might be considered its successor in
the construction of clinical PET scanners.

The module will be based on a single LSO monolithic scintillator
read by two layers of SiPMs placed on the two opposite faces of the
crystal. The bottom layer, which is the one where the radiation is
entering, will be composed of 12!12 (144) Silicon Photomultiplier
pixels with a size of 4!4 mm2 each, while the top layer will be
composed of 4!4 64 channel SiPM matrices (see Fig. 1) on a
1.5 mm pitch. The low spatial granularity detection surface (bot-
tom) is the one on which the gamma radiation enters, and it will
provide improved timing information thanks to the larger photon
collection surface of the single detector element. Conversely, the
high granularity surface (top), thanks to the smaller pitch, will
allow the reconstruction of the hit position with a high spatial
resolution. Data from both sides will be used to reconstruct the
depth of interaction (DOI) for each event so as to reduce the
parallax error. In order to avoid internal reflections and improve
the spatial resolution capabilities of the module, LSO crystal will be
painted black on the surfaces not facing the detectors.

Despite some aspects of the design are not unprecedented
[15–17] for what concerns the DOI and TOF measurements or the
continuous crystal approach, our detector will benefit of the
additional advantages introduced by the use of SiPM matrices.
Currently, the acquisition system for a proof of principle proto-
type of reduced size is under construction. It presents the same
conceptual design of the previously described module but with
only one-quarter of its detection surface (2.4!2.4 cm2) and a
smaller number of channels. The high granularity surface will be
composed of 4 SiPM matrices (256 channels) while the low
granularity one will be composed of 36 single SiPM pixels. Here
we present the DAQ system and measurements concerning this
2.4!2.4 cm2 prototype.
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Fig. 1. Conceptual design of the 4D PET prototype. The top layer is composed of
4!4 64 channels SiPM matrices with a 1.5 mm pitch and it is expected to provide
the spatial information with a submillimetric resolution. The bottom layer is
composed of 12!12 single SiPM pixels of 4!4 mm2 area and it will provide the
timing information.
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4D PET

strips mounted orthogonally and interleaved with a small air gap
between the crystals (see Fig. 1). Both the crystal and the WLS
have a reflective coating at one end and a light detector on
the opposite one. The detection of light from the crystals contains
information about the energy deposited and its location. A center
of gravity method for the light detected by the WLS strips
gives the position along the crystals. This allows for a very good
position resolution in three dimensions, which is in first order
driven by the dimensions of the LYSO bars and the WLS strips.
Light transport in the bars and strips relies on total internal
reflection, putting high requirements on surface quality and
cleanliness of the polished surfaces to maximize the amount of
light collected.

The concept of a PET camera module with axially arranged
scintillation crystals has been described in detail in previous
publications [1,2].

3. Description and characterization of the main
AX-PET sub-components

In the following we describe components used to validate the
concept of an axial PET geometry and qualification results.

3.1. Geiger Mode APDs

To measure light both from the LYSO crystals and the
WLS strips, G-APDs are used. We chose the so-called Multi-Pixel
Photon Counter (MPPC) technology from Hamamatsu for their
superior performance in terms of Photon Detection Efficiency
(PDE) and dark noise. For the readout of the LYSO, model
S10362-33-050C is employed, with an active area of 3! 3mm2

divided in 50! 50mm2 cells giving 3600 G-APD cells in total. Its
high PDE in the blue range ð# 50%Þ makes it a perfect match
to the LYSO crystals. For the readout of the WLS an MPPC with
active area of 1:19! 3:22mm2 and 70! 70mm2 cell size is
custom made. Compared to using the same MPPC as for the
LYSO readout, the reduced size will give less dark counts
and the fill factor is increased due to the larger pixel size. Since
the light output from the WLS is relatively low it is important to
optimize these parameters to maximize the signal to noise ratio.
The MPPC also has a high PDE for green light ð# 40%Þ emitted from
the WLS.

Measurements have been performed with the 3! 3mm2 MPPC
[3], showing very promising results for the AX-PET application.
The 1:19! 3:22mm2 MPPC have not been evaluated so far, since

the delivery date is mid 2008. Similar characteristics are expected
for both MPPCs.

3.2. LYSO crystals

LYSO crystals of dimensions 3! 3! 100mm3 have been
chosen for their high light yield and fast decay time in detecting
annihilation photons. They emit their light in the visible blue
spectrum. The crystals are produced by Saint-Gobain and have
polished and crack-free surfaces to maximize light transport and
collection. They are read out using an MPPC and only the opposite
end of the crystal is coated (aluminized) with an Al specular
reflector.

So far 62 LYSO crystals have been characterized in a dedicated
test setup [4] to measure photon yield and attenuation length.
Results for 511keV photons from an Na-22 source show a mean
number of photoelectrons of Npe ¼ 1164, measured with photo-
multipliers (PMTs) at both ends in the above-mentioned setup,
(see Fig. 2) and mean effective light attenuation latt ¼ 42:48 cm
(see Fig. 3). These values and their small fluctuations within the
measured samples are perfectly suitable for our application.

The crystals have also been evaluated in a coincidence setup
using an Na-22 source and the MPPCs, type S10362-33-050C, from
Hamamatsu. The measurements show an energy resolution of
12.2% FWHM (see Fig. 4).
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Fig. 1. Schematic illustrating the various components of a basic detection entity.
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Fig. 2. Histogram of the photon yield for 62 evaluated LYSO crystals.
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Fig. 3. Histogram of the LYSO attenuation length values for 62 evaluated LYSO
crystals.
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This requires very good spatial resolution in the detector close
to the limits given by positron range and non-co-linearity of the
two back to back photons [8].

Another very important improvement, which is called for, is to
have higher sensitivity at lower total dose than obtained with
present instruments. In small animal PET, a longer survival of the
rodent during an investigation is an important factor, whereas in
clinical PET low dose at increased sensitivity is crucial to allow
e.g. breast screening using PET.

The other driving force in instrumentation innovation for PET
is the possibility of co-registration with other precise morpholo-
gical imaging modalities like the X-Ray Computed Tomography
(CT) or Magnetic Resonance Imaging (MRI).

2. The axial PET concept with wavelength shifter (WLS) strips
for an axial co-ordinate measurement

2.1. The concept

The concept of using axially arranged long scintillation crystals
with readout on both sides has been considered already more
than 25 years ago [9,10]. Previous development work in this
collaboration to implement this concept was based on using
10 cm long LYSO crystal bars arranged in axial stacks and readout
on both sides by Hybrid Photon Detectors (HPD). The axial
co-ordinate was determined from the difference of pulse heights
measured on both sides of the long crystal [1,12]. Experimental
studies showed that the axial coordinate resolution in this
approach could at best be !6 mm FWHM.

Another approach was proposed in this Collaboration to measure
the axial co-ordinate using arrays of WLS strips placed orthogonally
in between layers of LYSO crystal bars as shown in Fig. 1.

Part of the photons produced by an interaction of a 511 keV
photon in an LYSO crystal bar are emitted within the angle of total
reflection on the crystal bar walls and travel to the ends of the
LYSO bar, where they are detected by a suitable photo-detector.
Photons traveling in the opposite direction are sent back to the
photo-detector by a reflector (Fig. 2).

The photons which are emitted outside the forward cone of
total reflection, towards the side of the crystal bar, where WLS
strips are placed, leave the crystal bar sideways and enter some of
the WLS strips. Choosing adequately the optical properties of the

WLS material, these photons can be efficiently absorbed and
wave-length shifted into a wavelength domain with little
absorption in this material. A fraction of these wave-length
shifted photons are transported, again by total reflection, to the
end of the WLS strips.

Fast photo-detectors mounted at the end of the LYSO crystal
bars and the WLS strips are used to measure the amplitudes of the
light pulses, and thereby the energy deposited in the LYSO bars
and the light yield in the WLS strips. The x and y coordinates of
each hit LYSO crystal is given by its position in the stack with
digital resolution sx,y¼d/sqrt(12) (d is the transverse dimension
of the crystal bar). The same applies for all WLS strips which
absorb photons from the gamma interaction in the LYSO crystal
and re-emit wavelength shifted photons. Since it is expected that
in general more than one WLS strip has a detectable signal, the
z-coordinate measurement can be performed either by using just
the strip with the highest signal or performing an analog
interpolation using several strips in a cluster.

In previous measurements [11–15], it has been demonstrated
that the light yield from WLS strips is sufficiently big to allow
observation in WLS strips of 511 keV photo-absorption events and
also recoil electrons from Compton interactions down to energies
of about 50 keV. Energy deposition from Compton interactions
below 50 keV can still be observed in the LYSO crystal stack. These
interactions, having no axial coordinate information, can be
removed from the event sample for the image reconstruction.

2.2. Main performance improvements expected from the axial PET
concept

One big advantage of this concept is a full 3-D reconstruction
of the impact of the interacting 511 keV gamma ray, both for full
photo-absorption and cascade interactions. The detector spatial
resolution is independent of the origin of the e+e# annihilation in
the FOV. The spatial resolution in x, y and z in the detector module
is simply determined by the choice of the transverse dimensions
of the LYSO crystal bars and the WLS strips, and can be chosen to
give the best results for a given application. Sensitivity and spatial
resolution in the detector are to a high degree uncorrelated, since
the number of layers in the direction of the incoming 511 keV
photons, determining the sensitivity, can be chosen without
affecting the spatial resolution in the x-, y- and z-coordinates, in
contrast to conventional radial geometry, where DOI uncertainty
increases with the length of the crystal bars.

Photo absorption and Compton cascade events can be fully
identified. Part of the cascade events can be used in the image
reconstruction, thus increasing the overall sensitivity. Finally
using Geiger mode APD arrays (G-APDs) for the readout of the
LYSO and WLS strips opens the opportunity of co-registration
with an MRI [16].

Fig. 1. The concept of an axial PET module with long LYSO scintillation crystal bars
and WLS strips. The photo-detectors are silicon photo multipliers.

Fig. 2. The principle of an axial coordinate readout using WLS strips.

P. Beltrame et al. / Nuclear Instruments and Methods in Physics Research A 636 (2011) S226–S230 S227

AX-PET

P. Beltrame et al., Nucl. Instr. Meth. A 636 (2011) S226

A. Braem et al., Nucl. Instr. Meth. A 610 (2009) 192
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An aside - Imaging for 
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Optical imaging of Cerenkov light generation from positron-emitting radiotracers N361

(A)

(B)

Figure 4. (A) Sagittal maximum intensity projection (MIP) of an FDG PET scan on two mice
bearing flank colon tumors derived from primary human tissue (A). The mice were injected with
300 µCi FDG and prior to the PET scan (10 min) were imaged in the optical scanner (1 min
exposure). The optical scan (figure 4(B)) showed different degrees of light output that were
consistent with the quantification from the PET scan. The SUV was 2.4 and 1.9, and the %ID
g−1 was 9.8% and 7.4% (left and right, respectively). From the optical image, a similar intensity
difference was measured: 4.4 × 105 photons s−1 versus 2.3 × 105 photons s−1, left and right,
respectively. In the optical scan, the image was thresholded to show the light emanating from the
animal, demonstrating the full distribution of the FDG tracer as shown in PET scans.

Optical imaging of Cerenkov light generation from positron-emitting radiotracers N361
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Figure 4. (A) Sagittal maximum intensity projection (MIP) of an FDG PET scan on two mice
bearing flank colon tumors derived from primary human tissue (A). The mice were injected with
300 µCi FDG and prior to the PET scan (10 min) were imaged in the optical scanner (1 min
exposure). The optical scan (figure 4(B)) showed different degrees of light output that were
consistent with the quantification from the PET scan. The SUV was 2.4 and 1.9, and the %ID
g−1 was 9.8% and 7.4% (left and right, respectively). From the optical image, a similar intensity
difference was measured: 4.4 × 105 photons s−1 versus 2.3 × 105 photons s−1, left and right,
respectively. In the optical scan, the image was thresholded to show the light emanating from the
animal, demonstrating the full distribution of the FDG tracer as shown in PET scans.

Conventional PET Cherenkov Imaging

from: R. Robertson et al., Phys. Med. Biol. 54 (2009)N355
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300 µCi FDG and prior to the PET scan (10 min) were imaged in the optical scanner (1 min
exposure). The optical scan (figure 4(B)) showed different degrees of light output that were
consistent with the quantification from the PET scan. The SUV was 2.4 and 1.9, and the %ID
g−1 was 9.8% and 7.4% (left and right, respectively). From the optical image, a similar intensity
difference was measured: 4.4 × 105 photons s−1 versus 2.3 × 105 photons s−1, left and right,
respectively. In the optical scan, the image was thresholded to show the light emanating from the
animal, demonstrating the full distribution of the FDG tracer as shown in PET scans.

Optical imaging of Cerenkov light generation from positron-emitting radiotracers N361
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Figure 4. (A) Sagittal maximum intensity projection (MIP) of an FDG PET scan on two mice
bearing flank colon tumors derived from primary human tissue (A). The mice were injected with
300 µCi FDG and prior to the PET scan (10 min) were imaged in the optical scanner (1 min
exposure). The optical scan (figure 4(B)) showed different degrees of light output that were
consistent with the quantification from the PET scan. The SUV was 2.4 and 1.9, and the %ID
g−1 was 9.8% and 7.4% (left and right, respectively). From the optical image, a similar intensity
difference was measured: 4.4 × 105 photons s−1 versus 2.3 × 105 photons s−1, left and right,
respectively. In the optical scan, the image was thresholded to show the light emanating from the
animal, demonstrating the full distribution of the FDG tracer as shown in PET scans.

Conventional PET Cherenkov Imaging

from: R. Robertson et al., Phys. Med. Biol. 54 (2009)N355
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• Position sensitive photon detectors are crucial for 
the new generation of fundamental nuclear and 
particle physics experiments

• Medical Imaging Modalities share many of these 
requirements and operate on the same scale (and 
with similar problems)

• Many good photon detection solutions exist for 
both, but all require detailed studies to be operated 
successfully

• ... and many more exciting ideas to come at this 
conference

Summary


