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NaNet is a framework for the development of FPGA-based PCI Express (PCIe) Network Interface Cards (NICs)
with real-time data transport architecture that can be effectively employed in TRIDAQ systems.
Key features of the architecture are the flexibility in the configuration of the number and kind of the I/O
channels, the hardware offloading of the network protocols stack, the stream processing and the zero-copy
RDMA (for both CPU and GPU) capabilities.
Three NIC designs have been developed with the NaNet framework for the CERN NA62 L0 trigger and for the
KM3NeT-IT underwater neutrino telescope DAQ system.

Summary
NaNet is a framework for the development of FPGA-based PCI Express
(PCIe) Network Interface Cards (NICs) with real-time data transport
architecture that can be effectively employed in TRIDAQ systems.
Key features of the architecture are the flexibility in the
configuration of the number and kind of the I/O channels, the hardware
offloading of the network protocols stack, the stream processing
and the zero-copy RDMA networking capabilities.
Zero-copy RDMA is supported for both CPU and GPU (nVIDIA GPUDirect).
Three different NIC designs have been developed with the NaNet framework for use in the low level trigger of
the CERN NA62 experiment (NaNet-1 and NaNet-10) and in the DAQ system of the KM3NeT-IT underwater
neutrino telescope (NaNetˆ3).
Being the most complete of the three in terms of capabilities, we will
focus our description on the NaNet-10 design.
Since the beginning of 2016 NaNet-10 has been integrated in the NA62 experiment
to implement a GPU processing stage for the real-time generation of refined RICH detectors primitives in
order to increase the background trigger rejection and the trigger purity for additional rare decay channels
selection.
The target FPGA-based board for this design is the Terasic DE5-NET.
It hosts an Altera StratixV device and allows the integration
of up to four 10GbE channels plus a PCIe Gen2/3 x8 host interface.
We implemented the 10GbE channels using both 10GBASE-R and 10GBASE-KR standards to have a wide de-
vice compatibility.
Along with the MAC layer we added a complete hardware UDP/IP protocol
offloader, enabling minimal latency and full bandwidth for the data channel.
From an architectural point of view, NaNet-10 is a real-time, multiple
stream processing system realized through a functional pipeline of
hardware blocks executing different tasks on the data streams.
Current partition shows 1) 10GbE interface with UDP transport protocol support (UDP_INTF),
2) highly customizable data manipulation block (STREAM_PROC) and 3) low latency, high throughput RDMA-



based host/GPU interface (NETWORK_INTF).
The UDP_INTF handles the data coming from multiple UDP streams
(four in the NA62 RICH detector) and multiplex them in a single channel while the NETWORK_INTF in-
tegrates a low latency GPUDirect RDMA hardware engine able to directly inject data in CPU and/or GPU
memory.
The STREAM_PROC block is currently customized for the NA62 RICH detector data protocol and executes
a sequence of different tasks on the multiple data streams received through the UDP_INTF, eliminating the
need of time-costly data re-ordering in GPU memory.
In particular its first stage performs a decompression on the stream data coming from the RICH read-out chan-
nels; its second stage reformats the decompressed data to get a “GPU-friendly”alignment of data structures
in memory; its last stage executes a time alignment of the different data streams to a common timestamp and
produces a single, merged, GPU-aligned stream of the data coming from the entire RICH detector.
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