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Modern data acquisition and trigger systems require a throughput of several GB/s and latencies down to the
microsecond level. In order to satisfy such requirements, we developed a heterogeneous system with FPGA-
based readout cards and GPU-based computing nodes coupled by fast links. Remote DMA engines are used for
direct communication betweenXilinx FPGAs andGPUs fromAMD / “DirectGMA” andNVIDIA / “GPUDirect”.
Scalability is ensured by InfiniBand interconnects using the same technologies. In this contribute we present
the system architecture andwe compare the performance of the different solutions in terms of data throughput
and latency.

Summary
Significant new challenges are continuously arising in High Energy Physics (HEP) experiments at the Large
HadronCollider (LHC) at CERN.The quest for rare newphysics phenomena leads to the evaluation of Graphics
Processing Units (GPU) as enhancement for the existing high-level trigger (HLT).The trigger upgrade requires
faster and more efficient event selection. GPUs with its flexibility might also induce the possibility of new
complex triggers that were not feasible previously. A HLT with efficient many-core parallelization of the
event reconstruction offers the opportunity to significantly reduce the number computing nodes. To obtain
the best results, HPC clusters with multiple GPUs require high-performance interconnect such as InfiniBand
to handle the GPU-to-GPU communications and to optimize the overall performance of the cluster. Because
the GPUs put significant demands on the interconnects, high-performance links like InfiniBand are required
to provide low latency, high message rates, and bandwidth in order to enable all resources in the cluster to
run at peak performance.
The Institute for Data Processing and Electronics (IPE) at the Karlsruhe Institute of Technology has developed
an integrated data acquisition framework that provides on-line data processing in the range of GB/s. The
integration of GPUs in trigger and data acquisition systems is for example used in HEP and synchrotron
experiments. To optimize data throughput and latency, we have developed a custom readout architecture
that enables fast communication between FPGA, GPUs and InfiniBand via Remote Direct Memory Access
(RDMA). In this contribute we present the high throughput platform that is capable to transfer data from
FPGA to GPUs and FPGA to InfiniBand by RDMA technologies. The proposed architecture is a candidate for
future generations of event building clusters to collect all event fragments belonging to the same L1 trigger
and to transmit the final events to the nodes of the HLT filter farms. Direct GPU connection could be used
for high-performance HLTs where GPUs exchange data with GPU by InfiniBand or FPGA for a low latency
processing.
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