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•The LUX detector - two phase Liquid/
Gas time projection chamber  

o Direct dark matter detection 
o How LUX detector works 

•The LUX calibrations (Krypton, DD 
and Tritium) 

•332 live-days second science run 
(2014-2016) results 

o LUX backgrounds 
o Main dark matter search analysis 
o Salting 
o LUX dark matter search limits

Outline

Image: LUX inside the water tank (September 2012)



Dark Matter Evidence 3

Bullet-cluster: DM not 2.2. Evidence for dark matter

Figure 2.2: Rotation curve of spiral galaxy NGC-3198. The sum of disk and expected
dark matter halo contributions match the observations [14].

between baryonic or dark origin. In fact, gravitational lensing was first suggested by

Zwicky as a viable technique to measure the mass distribution in our Universe [15].

We distinguish between three di↵erent classes of gravitational lensing: strong, weak

and micro lensing. Strong lensing distorts the images of the lensed objects to great

extent, resulting in clearly visible arcs and multiple images of the same source. On the

contrary, micro-lensing imposes no visible distortion on the shape, but the amount of

light detected from a background source changes over time.

The weak lensing technique is based on the statistical analysis of numerous weakly

lensed sources and is most commonly used for large sky surveys. When observing a

preferred direction in the distortion of the intrinsic shape of captured galaxies, mass

distributions in the area may be reconstructed. Recent advances in this technique,

utilising the redshift dependence (higher redshift galaxies experience stronger shear

distortion), enable the recovery of the full three-dimensional gravitational potential

of the matter density, resolving large scale structures in both angle and time. This

was achieved, for example, by studying the weak lensing data from the Hubble Space

Telescope (HST)/Space Telescope A901/902 Galaxy Evolution Survey (STAGES) [16].

A very prominent example, demonstrating the presence of dark matter using the

technique of weak gravitational lensing, is the observation of the Bullet cluster [17],

a merger of two galaxy clusters. When the two clusters collided, the fluid-like x-ray

emitting hot gas or ICM was spatially separated from the visible stellar components,

which simply passed through each other. However, the gravitational potential does

not trace the ICM, the dominant baryonic mass fraction, but, rather approximately,
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Rotation curves of galaxies

Dark Matter

Ordinary Matter
≈ 5.44 ± 0.14

Cosmic Microwave Background

See talk from Paolo Gondolo 9:00 AM tomorrow

X-ray: NASA/CXC/M.Markevitch et al.  
Optical: NASA/STScI; Magellan/U.Arizona/D.Clowe et al.  
Lensing Map: NASA/STScI; ESO WFI; Magellan/U.Arizona/
D.Clowe et al. 

Gravitational lensing 

Bullet Cluster

Planck

NGC-3198

Galaxies Surveys



Dark Matter Detection
•Cold Dark Matter Candidates 

o WIMP’s (weakly interactive massive particles): 
o Neutral in most scenarios 
o Requires physics beyond the standard model 

o Axions (solution to the strong CP violation problem) 
o ... others 

•LUX is a Direct Detection experiment 
o We look for scattering of galactic WIMPs with the 
nucleus of the target material. 

o Spin dependent interaction  
o Spin independent interaction 
o Other effective field interaction… 

o Isothermal model:  expect recoil <10 keV requiring 
detectors with a very low threshold. 

o Challenge backgrounds - (Ambient radioactivity: 
~100 evts/kg/s ) 

o Go underground, passive and active veto, careful 
selection of materials with very low background
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� / A2

See talk from Manfred Lindner 9:30 AM tomorrow

Indirect Detection

Production

Direct Detection

CDMS
XENON-100



Why a Liquid Xenon TPC?
     LUX is a dual phase liquid/gas xenon time projecting chamber (TPC). Why? 

•Xenon has a high atomic mass (A=131), high density (2.9 g/cm3), no intrinsic 
backgrounds and a high light yield. 

•TPCs are scalable to multi-ton size (see LZ). 
•Energy depositions produce light and charge 

o Prompt scintillation (S1) 
o Proportional scintillation (S2): Measurement of the                                                          

electrons extracted from the liquid to the gas 

•3D Position Reconstruction 
o Depth obtained from the time difference                                                                              

between S1 and S2 - called here drift time 
o XY reconstructed from the S2 light pattern 

•Ratio of charge to light is used as a                                                   
discriminator against backgrounds (>99%): 

o Nuclear Recoil (NR): WIMPs and neutrons interact with nuclei - short, dense tracks 

o Electronic Recoil (ER): axions, 𝜸s and e- interact with the electrons - longer, less dense tracks 

•Odd-neutron isotopes (129Xe, 131Xe) enable spin-dependent sensitivity studies.
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The LUX Experiment

•370 kg Liquid Xenon 
Detector (59 cm height, 
49 cm diameter) 

o 250 kg in the active 
region (with field)
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Active region defined by PTFE 
reflectors (high reflectivity 

>97%) - high light collection)

122 ultra low-background PMTs 
(61 on top, 61 on bottom) 
observe both S1 and S2 

49 cm 
59 cm 

Construction materials 
chosen for low radioactivity 

(Ti, Cu, PTFE)

~47 cm 
(cath.-surface)



Typical LUX Pulses
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S1 - Prompt scintillation 
•Sharp rise with a exponential decay 

o Pulse FWHM: ~100 ns 
o S1 area: 1-50 phd for WIMP search 

•~60-90% of light in bottom PMTs 
o Ratio depends on the depth of the event 

•Threshold of 2 detected photons

S2 - Electroluminescence 
•Near-gaussian pulse shape 

o pulse width depends on the depth 

•~25 phd per extracted electron 

•~57/43% (top/bot.) light in PMTs 
•Threshold of 150-200 phd (WIMP-
Search) 5.5 μs

1.5 μs



LUX AT SURF                                                    
(Sanford Underground Research Facility)
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Raymond Davis 
(Nobelpriset i fysik 2002)

•Sanford Underground Research 
Facility Lead, South Dakota, USA. 

•Former Home of the Homestake Solar 
Neutrino Experiment 1970-1994 

•1478 m deep (4300 m.w.e.) 

• μ flux reduced x10-7 compared to 
sea level) 
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WIMP masses, from 2.4 to 5.3. A variation of one standard
deviation in detection efficiency shifts the limit by an
average of only 5%. The systematic uncertainty in the
position of the NR band was estimated by averaging the
difference between the centroids of simulated and observed
AmBe data in logðS2b=S1Þ. This yielded an uncertainty of
0.044 in the centroid, which propagates to a maximum
uncertainty of 25% in the high mass limit.
The 90% upper C.L. cross sections for spin-independent

WIMP models are thus shown in Fig. 5 with a minimum
cross section of 7.6 × 10−46 cm2 for a WIMP mass of
33 GeV=c2. This represents a significant improvement over
the sensitivities of earlier searches [46,47,50,51]. The low
energy threshold of LUX permits direct testing of low
mass WIMP hypotheses where there are potential
hints of signal [46,51,54,55]. These results do not
support such hypotheses based on spin-independent iso-
spin-invariant WIMP-nucleon couplings and conventional
astrophysical assumptions for the WIMP halo, even
when using a conservative interpretation of the existing
low-energy nuclear recoil calibration data for xenon
detectors.

LUX will continue operations at SURF during 2014
and 2015. Further engineering and calibration studies will
establish the optimal parameters for detector operations,
with potential improvements in applied electric fields,
increased calibration statistics, decaying backgrounds
and an instrumented water tank veto further enhancing
the sensitivity of the experiment. Subsequently, we will
complete the ultimate goal of conducting a blinded 300
live-day WIMP search further improving sensitivity to
explore significant new regions of WIMP parameter
space.
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FG02-08ER41549, No. DE-FG02-91ER40688, No. DE-
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No. DE-NA0000979, No. DE-FG02-11ER41738, No. DE-
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Science and Technology authority, with an important
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FIG. 5 (color online). The LUX 90% confidence limit on the
spin-independent elastic WIMP-nucleon cross section (blue),
together with the #1σ variation from repeated trials, where trials
fluctuating below the expected number of events for zero BG are
forced to 2.3 (blue shaded). We also show Edelweiss II [45] (dark
yellow line), CDMS II [46] (green line), ZEPLIN-III [47]
(magenta line), CDMSlite [48] (dark green line), XENON10
S2-only [20] (brown line), SIMPLE [49] (light blue line), and
XENON100 225 live-day [50] (red line) results. The inset (same
axis units) also shows the regions measured from annual
modulation in CoGeNT [51] (light red, shaded), along with
exclusion limits from low threshold re-analysis of CDMS II data
[52] (upper green line), 95% allowed region from CDMS II
silicon detectors [53] (green shaded) and centroid (green x), 90%
allowed region from CRESST II [54] (yellow shaded) and
DAMA/LIBRA allowed region [55] interpreted by [56] (grey
shaded). (results sourced from DMTools [57]).
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Letter but are reviewed in, e.g., [38]. Limits on spin-
dependent cross sections are presented elsewhere [39].
In conclusion, reanalysis of the 2013 LUX data has

excluded new WIMP parameter space. The added fiducial
mass and live time, and better resolution of light and charge
yield a 23% improvement in sensitivity at high WIMP
masses over the first LUX result. The reduced, 1.1 keV
cutoff in the signal model improves sensitivity by 2% at
high masses but is the dominant effect below 20 GeV c−2,
and the range 5.2 to 3.3 GeV c−2 is newly demonstrated to
be detectable in xenon. These techniques further enhance
the prospects for discovery in the ongoing 300-day LUX
search and the future LUX-ZEPLIN [46] experiment.
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FIG. 3. Upper limits on the spin-independent elastic WIMP-
nucleon cross section at 90% C.L. Observed limit in black, with
the 1- and 2-σ ranges of background-only trials shaded green and
yellow. Also shown are limits from the first LUX analysis [6]
(gray), SuperCDMS [40] (green), CDMSlite [41] (light blue),
XENON100 [42] (red), DarkSide-50 [43] (orange), and PandaX
[44] (purple). The expected spectrum of coherent neutrino-
nucleus scattering by 8B solar neutrinos can be fit by a WIMP
model as in [45], plotted here as a black dot.
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2008: LUX 
funded 

(DOE+NSF)

2012 (Jul):             
LUX moves 

underground

2013 (Apr):        
First Science Run 

(FSR) starts 

2013 (Nov):        
First Science Run 
results reported

2014 (Jan):        
Grid 

conditioning 2014 (Sep):           
Second Science Run 

(SSR) Starts 

2015 (Dec):            
3-month run 

reanalysis posted

2016 (May):        
SSR finished  - 
332 live-days

2016 (Jul):                  
SSR results released 

332 live-days

2016 (Sep):              
LUX 

decommission 

2006:                
LUX collab. 

formed

PRL, 112, 091303 2014 PRL, 116, 161301 2016 arXiv 1608.07648

                 Two main WIMP search runs
     First Science Run (FSR): 2013/04-2013/09, 95 live-days
Second Science Run (SSR): 2014/09-2016/09, 332 live-days



Krypton Calibrations
•83mKr is an internal source. It is injected 
in the gas system and decays uniformly 
inside the detector 

o 83mKr emits two gamma rays Eγ,1 = 32.2 keV 
(T1/2 = 1.83 h) and Eγ,2 = 9.4 keV (T1/2 = 154 ns) 

o 1 to 2 times a week 

•83mKr used to 
o Develop S1 and S2 position corrections: both 

S1 and S2 pulses depend on the location of the 
event due to geometrical light collection and 
electronegative impurities. 

o Map variations of the electric field in the 
detector 

o Develop and test the position reconstruction: 
krypton data is used to get the light response 
functions (LRFs)of the PMTs. These functions 
are found by iteratively fitting the distribution 
of S2 signal for each PMT.
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Krypton data 83mKr  
(Drift Time 4 - 8 !s)
Second Science Run

The large difference between the drift field (180 V/cm) and the extraction field 
(2.8 kV/cm in liquid) causes the the drift field lines to be compressed as they pass 
through the gate plane; any electrons leaving the drift volume appear only in 
narrow strips between each pair of gate wires.



ER Calibrations
•Tritium is an ideal source for determination of the detector’s electron recoil 
band and low energy threshold 

o E(max) - 18.6 keV, <E> - 5.9 keV 

o β decay with T(1/2) = 12.6 a - Long Lifetime 

•Tritiated methane was injected in the                                                gas 
system and removed by the getter. 

•ER calibrations performed every three months
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NR Calibration
•Deuterium-Deuterium neutron Generator 
installed outside LUX water tank 

•The 2.45 MeV emitted neutrons are collimated to 
the level of ~1 degree 

•Two analysis are performed 
o Double-scatters - ionization yield Qy (0.7 to 74 keVnr) 
o Single-scatters - scintillation yield Ly and NR band 

calibration (1.1 to 74 keVnr) 

•Calibrations every three months and at different 
depths during the SSR
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Charge

Light

https://arxiv.org/abs/1608.05381

Efficiency

https://arxiv.org/abs/1608.05381
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Estimation of  Backgrounds

•These figures are figure of merit only. In our analysis we use a likelihood 
analysis. 

o + ~ 0.3 single scatter neutrons, e.g. from (α, n), not included in PLR

15

Background source Expected number 
below NR median

External Gamma Rays 1.51±0.19

Internal Betas 1.20±0.06
238U late chain wall back. 8.7±3.5

Accidental S1-S2 0.34±0.10

Solar 8B neutrinos 0.15±0.02

Bulk volume, but leakage 
at all energies  

Low-energy, but confined to 
the edge of our fiducial volume 

In the bulk volume, 
low- energy, in the 
NR band



LUX Likelihood Analysis
•A profile-likelihood test (PRL) was implemented 
to compare the models with the observed data 

•5 un-binned PLR dimensions 
o z/drift time, r, ϕ, S1 and log10(S2) 

•1 binned PLR dimension: 
o Event date 

•The response of the detector (S1 and S2 signals) 
is modeled with NEST (Noble Element 
Simulation Technique, http://www.albany.edu/
physics/NEST.shtml) with input from our situ 
calibration data 

o See M. Szydagis 2013 JINST 8 C10003 

•Data in the upper-half of the ER band were 
compared to the model (plot at right) to assess 
goodness of fit. 

•Good agreement with background-only model, 
p-value >0.6 for each projection.
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employ a technique where fake 
signal events (“salt”) are injected 
into data stream. NOT SIM!!
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Post-Unsalting Quality Cuts 21

Removes events with S1 that has gas-
event-like time structure

Removes events with S1 light overly 
concentrated in a single PMT

•Two additional cuts on the S1 pulse were implemented. 
•Flat signal acceptance of 98.5% when both cuts are applied to the DD and 
Tritium data

Density map: CH3T calibration data 
x : WS data passing S1 cuts 
   : WS data cut by S1 Max. PMT Area cut 
x : WS data cut by S1 Prompt Fraction cut

Density map: CH3T calibration data 
x : WS data passing S1 cuts 
   : WS data cut by S1 Max. PMT Area cut 
x : WS data cut by S1 Prompt Fraction cut



22

3

1.7

9

2.9

15

4

21

5.2

27

6.3

33 keVnr

7.5
8.7 9.8 keVee

S1 (phd)

lo
g 10

[S
2 

(p
hd

)]

0 10 20 30 40 50
2.2

2.4

2.6

2.8

3

3.2

3.4

3.6

3.8

4

Pathological events removed 
p-value = 40% consistent with 

background-only hypothesis 
(includes also information on r, z, 𝜙)

WIMP-search data from 332 live days



FSR Reanalysis - 95 Live Days 23

Letter but are reviewed in, e.g., [38]. Limits on spin-
dependent cross sections are presented elsewhere [39].
In conclusion, reanalysis of the 2013 LUX data has

excluded new WIMP parameter space. The added fiducial
mass and live time, and better resolution of light and charge
yield a 23% improvement in sensitivity at high WIMP
masses over the first LUX result. The reduced, 1.1 keV
cutoff in the signal model improves sensitivity by 2% at
high masses but is the dominant effect below 20 GeV c−2,
and the range 5.2 to 3.3 GeV c−2 is newly demonstrated to
be detectable in xenon. These techniques further enhance
the prospects for discovery in the ongoing 300-day LUX
search and the future LUX-ZEPLIN [46] experiment.
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FIG. 3. Upper limits on the spin-independent elastic WIMP-
nucleon cross section at 90% C.L. Observed limit in black, with
the 1- and 2-σ ranges of background-only trials shaded green and
yellow. Also shown are limits from the first LUX analysis [6]
(gray), SuperCDMS [40] (green), CDMSlite [41] (light blue),
XENON100 [42] (red), DarkSide-50 [43] (orange), and PandaX
[44] (purple). The expected spectrum of coherent neutrino-
nucleus scattering by 8B solar neutrinos can be fit by a WIMP
model as in [45], plotted here as a black dot.
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WIMP-nucleon SI Exclusion - SSR

Brazil bands show 
our 1 and 2 σ regions

•We observed an improvement of a factor of four compared with the results 
from the first science run.

0.22 zeptobarns 
(at 50 GeV/c2)



SI Exclusion - FSR+SSR

•Both LUX Runs Combined 
o https://arxiv.org/abs/1608.07648 

•LUX now excludes significant portions of the 1-sigma regions for WIMPs 
favored by certain supersymmetric models.
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0.11 zeptobarns 
(at 50 GeV/c2)

SUSY-cMSSM 
(1 σ)

https://arxiv.org/abs/1608.07648
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Instrumentation 
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n tubes

The LUX-ZEPLIN Experiment
•Turning on by 2020 with 

1,000 initial live-days plan 

•10 tons total, 7 tons active, 
~5.6 ton fiducial 

•Unique triple veto 

•GOALS: < 2 x 10-48 cm2, at 
40 GeV ~100 times better 
than LUX



Conclusions
•LUX has since 2013 the world-leading result in the dark-matter research. 
•LUX had significant improvements in the calibration of xenon detectors - 
essential to improve detector’s sensitivity. 

•The LUX’s 332 live-day search, cutting into un-probed parameter space.  
Excluding SI WIMPs down to 0.22 zeptobarns (2.2x10-46 cm2) at 50 GeV/c2. 

•When both runs are combined SI WIMPs are excluded down to 0.11 
zeptobarns at 50 GeV/c2. 

•Results available on: 
o https://arxiv.org/pdf/1608.07648v2.pdf 

•More analysis forthcoming 
o Spin-dependent, axion searches/ALP, effective field theory,  neutrino less double beta decay, 
additional calibrations etc. 

•Onwards and downwards: LUX-ZEPLIN (LZ) experiment under construction, 
7 tonne active mass (2020).
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was tuned to the S1-S2 distribution of 1.8 × 105 fiducial-
volume electron recoils from the internal tritium source.
Good agreement was obtained from threshold to the
18.6 keV end point, well above the WIMP signal in both
light and charge, and the reconstructed β spectrum validates
the g1 and g2 values measured with line sources [16].
Simulated waveforms, processed with the same data-
reduction software and event selection as applied to the
search data, are used to model the ER backgrounds in S1
and S2.
Events due to detector component radioactivity, both

within and above the energy region of interest, were
simulated with LUXSim. The high-energy spectral agree-
ment between data and simulation based on γ screening is
generally good [20,28]; however, we observe an excess of
ER events with 500–1500 keV energy concentrated in the
lowest 10 cm of the active region. Its precise origin is
unknown but the spectrum can be reproduced by simulating
additional, heavily downscattered 238U chain, 232Th chain,
and 60Co γ rays in the center of a large copper block below
the PMTs. This implies an extra 105 low-energy Compton-
scatter events, included in the background model. The γ-ray
population is subdivided into two spatial distributions with
floating normalization: one generated by the bottom PMT
array, its support structure, and the bottom γ-ray shield; and
one from the rest of the detector.
A final source of background, newly modeled here, is the

tail in reconstructed r of events on the PTFE sidewalls. The
S1-S2 distribution of background events on the walls
differs from that in the liquid bulk. Charge collection is
incomplete, so the ER population extends to lower values
of S2. There are, in addition, true nuclear recoils from the
daughter 206Pb nuclei of α decay by 210Po plated on the
wall. The leakage of wall events towards smaller r depends
strongly, via position resolution, on S2 size. The wall
population in the fiducial volume thus appears close to the
S2 threshold, largely below the signal population in S2
at given S1. It is modeled empirically using high-r and
low-S2 sidebands in the search data [33].
Systematic uncertainties in background rates are treated

via nuisance parameters in the likelihood: their constraints
are listed with other fit parameters in Table I. S1, S2, z, and
r are each useful discriminants against backgrounds, and
cross sections are tested via the likelihood of the search
events in these four observables.
Search data were acquired between April 24th and

September 1st, 2013. Two classes of cuts based on
prevailing detector conditions assure well-measured events
in both low-energy calibration and WIMP-search samples.
Firstly, data taken during excursions in macroscopic
detector properties, such as xenon circulation outages or
instability of applied high voltage, are removed, constitut-
ing 0.8% of gross live time. Secondly, an upper threshold is
imposed on summed pulse area during the event window
but outside S1 and S2. It removes triggers during the

aftermath of photoionization and delayed electron emission
following large S2s. The threshold is set for >99% tritium
acceptance and removes 1% of gross live time [34]. We
report on 95.0 live days. Figure 2 shows the measured light
and charge of the 591 surviving events in the fiducial
volume.
A double-sided, profile-likelihood-ratio (PLR) statistic

[35] is employed to test signal hypotheses. For each WIMP
mass, we scan over cross section to construct a 90% con-
fidence interval, with test statistic distributions evaluated by
Monte Carlo sampling using the RooStats package [36]. At
all masses, the maximum-likelihood value of σn is found to
be zero. The background-only model gives a good fit to the
data, with KS test p values of 0.05, 0.07, 0.34, and 0.64 for
the projected distributions in S1, S2, r, and z respectively.
Upper limits on cross section for WIMP masses from
4 to 1000 GeV c−2 are shown in Fig. 3; above, the limit
increases in proportion to mass until≳108GeV c−2, 106 zb,
where the Earth begins to attenuate the WIMP flux. The
raw PLR result lies between one and two Gaussian σ below
the expected limit from background trials. We apply a
power constraint [37] at the median so as not to exclude
cross sections for which sensitivity is low through chance
background fluctuation. We include systematic uncertain-
ties in the nuclear recoil response in the PLR, which has a
modest effect on the limit with respect to assuming the best-
fit model exactly: less than 20% at all masses. Limits
calculated with the alternate, Bezrukov parametrization
would be 0.48, 1.02, and 1.05 times the reported ones at 4,
33, and 1000 GeV c−2, respectively. Uncertainties in the
assumed dark matter halo are beyond the scope of this
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FIG. 2. Observed events in the 2013 LUX exposure of 95 live
days and 145 kg fiducial mass. Points at<18 cm radius are black;
those at 18–20 cm are gray. Distributions of uniform-in-energy
electron recoils (blue) and an example 50 GeV c−2 WIMP signal
(red) are indicated by 50th (solid), 10th, and 90th (dashed)
percentiles of S2 at given S1. Gray lines, with ER scale of keVee
at top and Lindhard-model NR scale of keVnr at bottom, are
contours of the linear combined S1-and-S2 energy estimator [19].
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Grid Conditioning
•Results from the first science run featured a 48.9% electron extraction efficiency. 

•During the first half 2014 the voltage of the grids was raised for an extended period of time 
until significant current is drawn. The main objective was to burn any dust or asperities 
present in the grids. 

•After the grid conditioning the electron extraction efficiency increased to >70%. 

•…but upon refilling we observed a large radial component in the drift field. 

•Moreover the effect of the radial field is time dependent increasing along the run. 
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Modeling the Electric Field
•A Fully 3-D model is constructed in the COMSOL 
Multiphysics® FEM software to compute the 
electric field in the active region of LUX 

•The observed radial field is consistent with a 
build up of negative charge (0 to -10 μC/m2) on 
the PTFE walls. 

•Charges are added to the walls to produce the 
radial field that best produces the observed 
distribution of 83mKr decays. 
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Dealing with the Fields 
(How to deal with a field that is varying in space and in time?) 

•Detector’s volume sliced in M time bins and N z slices 

•In each of the MxN segments, we assume a uniform detector model for both ER and 
NR response. 

•83mKr is used to compute the fiducial volume in each segment 

•We found that 4 date bins and 4 z-slices captured the variation with sufficient 
calibration statistics. The data bins used were: 

o Data-bin 1 (2014.09.09-2014.12.31):  46.8 live-days           105.4±5.3 kg fiducial mass 
o Data-bin 2 (2015.01.01-2015.03.31):  46.7 live-days           107.2±5.4 kg 
o Data-bin 3 (2015.04.01-2015.09.30):  91.6 live-days             99.2±5.0 kg 
o Data-bin 4 (2015.10.01-2016.05.03):  146.9 live-days           98.4±4.9 kg 

•We effectively have 16 independent detectors 

•For each detector S1 and S2 are modelled with NEST (Noble Element Simulation 
Technique, NEST, http://www.albany.edu/physics/NEST.shtml) 

•NEST is “tuned” to each of the 16 detectors by varying the applied field until we see 
a match between model and calibration data.

35
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Gray density: CH3T 
calibration (ER)

Orange density: DD 
calibration (NR)

Solid lines:
NEST model,
ER, NR band mean

Dashed lines:
NEST model,
10-90 percentile.



S2/S1 Position Corrections
•Size of the S1 depends on the 
location of the event (due to 
geometrical light collection), and 
S2 (due electronegative impurities) 

•On the FSR the correction factors 
for both S1 and S2 were obtained 
by flat fielding a mono-energetic 
source 83mKr. 

•However, a spatially varying E-field 
ALSO affects S1 and S2 sizes, but 
differently for every particle type 
and energy.
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S2/S1 Position Corrections

•Our strategy is: 
o Disentangle position effects from field 
effects; 

o Apply a correction to account for 
position effects only. 

•83mKr has two decays close in 
time. The ratio of the first-to-
second S1 pulse area 
depends on field alone.  This 
allows us to measure the 
component of variation due 
to applied field alone.

38

with the two signals exhibiting anticorrelation. It is then cru-
cial that the scintillation dependence on the applied field,
called field quenching, be known quantitatively for any cali-
bration sources. Figure 7 shows the LY as a function of the
applied field, normalized to the zero field value, of the two
83mKr transitions and the 57Co line. The uncertainty in the
LY is dominated by a 2% systematic uncertainty taken from
the measured fluctuations in the PMT gain over the duration
of the run. The horizontal positions are determined by elec-
trostatic field simulations of the detector in each voltage con-
figuration used; horizontal uncertainties are the 1−! varia-
tion in the field over the active volume. The simulations were
carried out using the COMSOL simulation package !commer-
cially available",29 and verified with software written in
house.

The time scale of the ionization signal 1–2 "s does not
permit the two 83mKr transitions to be resolved separately,
and instead the S2 signal contains the combination of charge
emitted from both decays. This 41.5 keV summed-signal ion-
ization yield is also shown in Fig. 7 normalized to Q0, the
theoretical total amount of initial charge produced prior to
electron-ion recombination. This value is determined by plot-

ting the S1 peak positions versus the S2 peak positions from
data taken at various applied fields, shown in Fig. 8. As S1
and S2 are anticorrelated, these data lie along a line having
negative slope, with the line’s intercepts representing the to-
tal number of quanta, ions plus excitons !Nion+Nex". For
electronic recoils, the ratio of excitons to ions, Nex /Nion, is
taken to be 0.06,30 and hence Q0 is 94.3% the value of the S2
intercept. The horizontal positions and error bars are deter-
mined in the same manner as those of the scintillation yield
measurements, while the vertical error bars are instead domi-
nated by the statistical errors in the peak fits and the uncer-
tainty in Q0.

The data are fit with a three-parameter function based on
the Thomas–Imel box model for electron-ion
recombination,32 given by

S!E"
S!0"

,
Q!E"
Q0

= a1a2E ln#1 +
1

a2E
$ + a3, !1"

where E is the electric field strength, and S and Q are the
scintillation and ionization yields, respectively. This model is
used only to provide a convenient parametrization of the
data, and not to infer fundamental LXe physical properties
from the results of the fits. The ai are the parameters of the

TABLE I. The measured zero-field LY, peak resolution !Res.", and field dependence fit parameters !ai". The row
following 41.5 keV gives the charge collection of the summed signal. Uncertainties shown in LY are statistical
only because these two peaks are taken from identical events, their systematic uncertainties are highly corre-
lated, and hence do not affect the significance of the relative rise in LY.

E
!keV"

LY
!pe/keV"

Res.
!! /"" a1

a2

!10−4 cm /V" a3

9.4 6.74#0.06 20.0% −0.35#0.06 6.3#3.0 1
32.1 6.43#0.04 14.4% −0.55#0.03 8.9#1.6 1
41.5 ¯ ¯ 0.406#0.006 17#2 0.074#0.012

123.6 6.38#0.05 11.5% −0.679#0.007 12.6#0.5 1
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FIG. 7. !Color online" Field quenching, defined as the LY of a spectral line
divided by the LY obtained at zero field, or S!E" /S!0". Data collected from
57Co !open black squares" are consistent with those reported in Ref. 31
!solid gray diamonds". Dashed lines correspond to a fit parametrization de-
scribed in the text. Also shown is the field-dependent charge collection of
the combination of both 83mKr transitions, Q!E" /Q0; the two transitions
occur too close in time for their ionization signals to be individually re-
solved.
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83Rb introduced in the system are discussed in Secs. III and
IV.

III. ANALYSIS AND RESULTS

Once the 83mKr has entered the LXe, a 32.1 keV transi-
tion might occur in the active region, which will then be
followed by the 9.4 keV transition. A 83mKr decay is, there-
fore, indicated by two S1 pulses whose separation in time is
characterized by a decaying exponential with t1/2=154 ns.
Some of these transitions will occur too close in time to be
resolved separately, giving a single 41.5 keV pulse; however,
the strength of this signal is well below the background level
in the Xürich detector. On the other hand, many of the 83mKr
decays have a double S1 structure, while only a small frac-
tion of non-83mKr decay events share this feature. An ex-
ample of the PMT response from a 83mKr decay is seen in
Fig. 5 !top".

The events with such a double S1 structure are shown
from one data set in Fig. 5 !bottom", with the area of the first
pulse plotted versus the area of the second pulse. In this
space, it is evident that the 83mKr decays form a population
of events that is clearly separated from background. The box
indicates the energy cuts for first and second S1 pulses used
to identify 83mKr decays; before opening the Rb valve, back-
ground data show no events within this box. After the Rb
valve has been opened, the rate of 83mKr decays in the total
LXe volume increases to the 20 Bq level in roughly 10 h. In
order to further check that these are indeed 83mKr decays, the
distribution of S1 delay times !i.e., the time between the first
and second S1 pulses", !tS1, of events within the box of Fig.
5 !bottom" is fit with a decaying exponential. The result of
the fit, shown in Fig. 6 !top", gives t1/2=156"5 ns, consis-

tent with the published value of 154.4"1.1 ns.21 This excel-
lent agreement validates the claim that these events are in-
deed caused by 83mKr decays.

Due to the shaping of the PMT signals by the various
data acquisition !DAQ" components, multiple S1 pulses that
are delayed by less than #100 ns cannot be separately re-
solved. Additionally, the signal is required to be “clean” !i.e.,
flat baseline" two samples before and after the pulse, in order
to register as a positive S1 identification during the offline
processing of the data. This makes the efficiency for detect-
ing multiple S1 pulses less than unity for !tS1#250 ns, as is
obvious from Fig. 6 !top". Therefore, the double S1 selection
cut detects 83mKr decays with an efficiency of approximately
32% under these conditions.

The spectra, in pe, obtained at zero field from the two
transitions of 83mKr are displayed in Fig. 6 !bottom". A
Gaussian function is fit to each spectrum that is used to de-
termine the LY and energy resolution, shown in Table I. As
mentioned in Sec. I, 57Co emits primarily 122 keV $ rays.
However, there is a small additional contribution from 136
keV. The two lines, however, are not distinguishable from
one another due to the detector’s energy resolution and in-
stead give a single peak, whose weighted average energy is
123.6 keV. The measurements suggest a rise in the LY at
lower energies, consistent with behavior previously observed
in LXe !Ref. 27" and also in the XENON10 detector.28 The
peak resolutions !% /&" are also shown at zero field.

As mentioned in Sec. II, most LXe detectors use an ap-
plied external electric field in order to collect electrons emit-
ted from the interaction site. As the applied field is increased,
more and more electrons leave the interaction, suppressing
the recombination process that contributes photons to the
scintillation signal. The result is that both the scintillation
and ionization responses vary strongly with applied field,
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Wall-surface backgrounds
•238U late chain plate-out on PTFE surfaces survives as 

210Pb and its daughters (mainly 210Bi and 210Po). 

•Betas and 206Pb recoils travel negligible distance, but they 
can be reconstructed some distance from the wall as a 
result of position resolution (especially for small S2s). 

•These sources can be used to define the position of the 
wall in measured coordinates, for the 4 data bins and any 
combination of drift-time and ϕ. 

•The boundary of the fiducial volume is defined at 3 cm 
from the observed wall in S2 space and for a drift time 
between 50 and 300 μs.
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Wall Surface Model 40
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S2 Quality Cuts and Efficiency 41

S2 Gaussian Fit Width

Total Cut Efficiency
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LUX Proposal VS Main Result 42

Blue:   DOE/NSF LUX Proposal,  
Projected (2007) 
Black: Observed 332-liveday limit 
Brazil band: 1- and 2-sigma 332-LD
           expected sensitivities



The Water Shield
•Water Tank: ø = 8 m, h = 6 m  
(300 tonnes) 

•Cherenkov based active shielding  
o Dimensions: ø = 8 m, h = 6 m (300 tonnes). 
o Muon active veto: 20 PMTs Ø10”. 

•Ultra-low Background   
o γ suppression: x10-9 
o Neutron sup. (En >10 MeV  ~10-3  and            

En <10 MeV >10-9).

43



Krypton Removal
•85Kr - beta decay – intrinsic 
background in liquid Xe 

o 85Kr: 0.687 MeV β, 10 yr half-life 
o Research grade Xenon: ~100 ppb Kr => 104 - 
105 reduction needed 

•August 2012 - January 2013: Kr 
removal at Case Western Reserve 
University 

o Chromatographic separation system 
o Kr lighter & less polarisable than Xe. Kr 
bonds weaker, travels faster through charcoal 
and pure xenon is left behind. 

•Kr concentration reduced from 130 
ppb to 4 ppt, (factor of 30000) 

o 1 ppt achievable (useful for next-generation 
detectors)
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