
Precision Measurement of Nuclei Fluxes 
and their Ratios in Primary Cosmic Rays 

with the Alpha Magnetic Spectrometer on 
the International Space Station
V. Formato on behalf of the AMS collaboration 

CERN and INFN - Sezione di Perugia 
28/11/2016 - COSPA - Sydney

Precision Measurement of Nuclei Fluxes 
and their Ratios in Primary Cosmic Rays 

with the Alpha Magnetic Spectrometer on 
the International Space Station



AMS-02 in orbit
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From May 19th 2011 active on ISS, operating continuously since then. 
AMS has collected >80 billion cosmic rays in 5 years. 

With such a statistics the most rare components of the cosmic rays are visible. 
To match the statistics, systematic errors studies have become important.

AMS is expected to take data for all the 
ISS lifetime (now projected to 2024)
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Silicon Tracker 
 Z, P

ECAL  
E of e+, e-, γ

RICH  
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Particles and nuclei are defined by 
their charge (Z)  

and energy (E ~ P)

 Z, P are measured 
independently by the  Tracker, 

RICH, TOF  and ECAL
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Dark Matter searches
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Collisions of Dark Matter particles (ex. neutralinos) may produce a signal of e+, p-bar, … 
detected on top of the background from the collisions of CRs on interstellar medium (ISM)

A detailed understanding of the background is mandatory. This needs precise knowledge of: 
• The flux of primary (progenitors) Cosmic Rays (p, He, …) 
• Behaviour of the CRs propagation in the Galaxy (B/C, …)

(PRL 117, 09110, 2016)



Nuclei identification in AMS
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Charge measurements in AMS
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Tracker L1 - 6.2

TRD - 5.6

Upper ToF - 6.0

Inner Tracker - 6.0

Lower ToF - 5.7

ECAL - 6.0

Tracker L9 - 5.8

Tracker, R = p/Z  
Full Span MDR (Z=6) ≈ 2.6 
TV

TOF, β 
Δβ (β=1, Z=5,6) ≈ 
0.01

RICH, β 
Δβ (β=1, Z=6) ≈ 5×10-4



Event selection
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Selection 
• Tracker and TOF Charge compatibility. 
• Track passing through L1 with compatible charge.  
• Tracks with at least 5 points and a good fit (𝝌2

Y L2-L8 < 10).  
• Rigidity above geomagnetic cutoff (R>1.2 RC). 

Long Lever Arm Analysis 
• Tracker Layer 9 Charge compatible.  
• Full Span Track with a good fit (𝝌2

Y L1-L9 < 10). 
! Highest possible MDR (2 TV for p, 3.0 TV for Li-B, 2.6 TV for C-O). 

Large Statistics Analysis  
• No requirement on L9.  
• Track with a good fit (𝝌2

Y L1-L8 <10). 
! Factor 5 more events, and less interacting events (for charge Z>2).
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Flux measurement
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�j =
Nj

Aj "j Tj �Rj

Differential Flux 
(m2 s sr GV)-1

Acceptance (Effective geometrical factor) 
estimated with MC and validated with data

Trigger Efficiency 
Estimated from data Exposure Time 

Duty cycle + Geomagnetic cutoff

Bin width

Number of events 
(in rigidity bin j, corrected for bin-to-bin migrations)

To match the high statistics (300 million protons and 50 million helium nuclei collected), 
extensive studies have been made of systematic errors



Trigger Efficiency
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Trigger efficiency [4/4 TOF (+VETO)] 
was measured using 1% pre-scaled 
event sample obtained with unbiased 
3/4 TOF coincidence trigger: 
90-95% (protons) - 95-99% (helium)

�j =
Nj

Aj "j Tj �Rj
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This systematic error is negligible (less than 0.1%) below 100GV, and increasing to ~1.5% at 
highest rigidities.
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(i) Trigger efficiency for Nuclei    
Trigger	efficiency	[4/4	TOF	+	VETO	4/8		]	was	measured	using	1%	prescaled			
event	sample	obtained	with		unbiased			3	out	of	4	ToF	coincidence	trigger.	The	

error	is	dominated	by	the	staDsDcs	available	from	the	unbiased	trigger.	
	

LowerTOF 
(layers 3  
and 4) 

UpperTOF 
(layers 1  
and 2) 

This	systemaDc	error	is	small	(<1%)	for	Z	=	2	to	8,		
as		trigger	efficiency	exceeds	95%	in	all	measurement	range.	
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Trigger Efficiency
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Aj ϵj Tj ∆Rj
Trigger efficiency [4/4 TOF (+VETO)] 
was measured using 1% pre-scaled 
event sample obtained with unbiased 
3/4 TOF coincidence trigger 
No ACC VETO for Z>2

�j =
Nj

Aj "j Tj �Rj

This systematic error is negligible (less than 0.1%) below 100GV, and increasing to ~1.5% at 
highest rigidities.



Cross-sections
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p-C cross-section is measured up to few hundreds of GeV. For other projectiles it is even worse. 
The highest test-beam energy is 400 GeV (SPS)

Carbon'crossVsec#on'tuning'
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Systematics on Acceptance
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The AMS-02 detector is mostly made of Carbon (73%) and 
Aluminium (17%). The inelastic cross-sections N+C and N+Al are 
only measured at very low energies (if there are measurements 
at all). AMS-02 can provide help with these cross-sections.

�j =
Nj

Aj "j Tj �Rj



Systematics on Acceptance
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With ISS flying at 90° w.r.t. zenith 
Particles coming from bottom,  

interacting on upper part of AMS 
(only ~2 days of data available)
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Performing this measurement on both orientations cancels any bias in the material budget of 
AMS MC simulation. In this way, varying the cross-sections in the MC, the one with the best 

agreement with data is chosen.

With ISS nominal orientation 
Particles coming from top,  

interacting on lower part of AMS
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Systematics on Acceptance
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The AMS-02 detector is mostly made of Carbon (73%) and Aluminium (17%). The inelastic 
cross-sections N+C and N+Al are only measured at very low energies (if there are 

measurements at all). AMS-02 can provide help with these cross-sections.



showed a systematic uncertainty of 2% at 1 GV and
negligible above 2 GV. We have also verified that using
the most recent IGRF model [21] and the IGRF model
with external nonsymmetric magnetic fields [22] does not
introduce observable changes in the flux values nor in the
systematic errors.
The effective acceptance was corrected for small

differences between the data and the Monte Carlo samples
related to the event reconstruction and selection. Together,
the correction was found to be 5% at 1 GV decreasing
below 2% above 10 GV, while the corresponding system-
atic uncertainty is less than 1.5% above 2 GV.
The detector is mostly made of carbon and aluminum.

The corresponding inelastic cross sections of pþ C
and pþ Al are known to within 10% at 1 GV and 4%
at 300 GV [23], and 7% at 1.8 TV from model estima-
tions [12]. The inelastic cross sections are used in the
Monte Carlo calculation of the effective acceptance and, to
estimate the systematic error due to the uncertainty in the
inelastic cross sections, dedicated samples of protons were
simulated with the pþ C and pþ Al cross sections varied
by"10%. From the analysis of these samples together with
the current knowledge of the cross sections, systematic
errors of 1% at 1 GV, 0.6% from 10 to 300 GV, and 0.8% at
1.8 TV were obtained.
The rigidity resolution function was verified with data

from both the ISS and the test beam. For this the residuals
between the hit coordinatesmeasured in tracker layersL1 and
L9 and those obtained from the track fit using the information
from only the inner tracker L2 to L8were compared between
data and simulation. In order to validate the alignment of the
external layers the difference between the rigidity measured
using the information from L1 to L8 and from L2 to L9 was
compared between data and the simulation. The resulting
uncertainty on the MDR was estimated to be 5%. The
corresponding unfolding errors were obtained by varying
the width of the Gaussian core of the resolution function by
5%and the amplitude of the non-Gaussian tails by∼20% (see
for example Fig. 1) over the entire rigidity range and found to
be 1% below 200 GV and 3% at 1.8 TV.
There are two contributions to the systematic uncertainty

on the rigidity scale. The first is due to residual tracker
misalignment. From the 400 GeV=c test beam data it
was measured to be less then 1=300 TV−1. For the ISS
data, this error was estimated by comparing the E=p ratio
for electron and positron events, where E is the energy
measured with the ECAL and p is the momentum mea-
sured with the tracker, see Ref. [24] for details. It was found
to be 1=26 TV−1, limited by the current high energy
positron statistics. The second systematic error on the
rigidity scale arises from the magnetic field map uncer-
tainties (0.25%) and temperature correction uncertainties
(0.1%). Taken in quadrature and weighted by the rigidity
dependence of the flux, this amounts to a systematic error
on the flux of less than 0.5% for rigidities above 2 GV.

To ensure that the treatment of systematic errors
described above is correct, we performed several addi-
tional, independent verifications. Figure 2 shows examples
of the stability of the measured flux for different conditions
(presented as the ratio to the average flux). Figure 2(a)
shows the dependence of the integral of the proton flux
above 30 GV, i.e., above the maximum geomagnetic cutoff,
on the angle θ between the incoming proton direction and
the AMS z axis; this verifies the systematic error assigned
to the acceptance. Figure 2(b) shows the monthly integral
flux above 45 GV is within the systematic error of 0.4%.
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FIG. 2 (color). Independent verification of the systematic
errors. The curves indicate the corresponding systematic errors.
(a) The variation of the flux ratio above 30 GV vs the angle θ to
the AMS z axis. (b) The variation of the flux ratio above 45 GV vs
time. (c) The variation of the flux ratio vs the rigidity for different
L1 entry regions (see inset). (d) The variation of the flux ratio
measured using only the inner tracker (L2 to L8) vs the full
tracker (L1 to L9).

PRL 114, 171103 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending
1 MAY 2015

171103-5

Measurement verification
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Fluxes measured using events passing through L1-L9  
divided by the ones measured using events passing through L1-L8 (or L2-L8).  

The observed agreement verifies: 
(i) acceptance: the amount of material traversed is different 

(ii) unfolding: bin-to-bin migration is different due to different resolution

L9

L1

L8

L1

M.Aguilar et al. PRL 114 (2015) 171103



Unfolding
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Φj =
Nj

Aj ϵj Tj ∆Rj

�j =
Nj

Aj "j Tj �Rj

Due to the finite resolution of the Tracker 
events can be measured in a rigidity bin they 
don’t belong to. This, combined with the 
steep power-law nature of the CR spectrum 
leads to a distortion in the measured flux. 
Many different procedures to correct for this 
effect, all relying on a precise knowledge of 
the resolution function.



during the first 30 months (May 19, 2011 to November 26,
2013) of operation onboard the International Space
Station (ISS).
Detector.—AMS is a general purpose high energy

particle physics detector in space. The layout and descrip-
tion of the detector are presented in Ref. [8]. The key
elements used in this measurement are the permanent
magnet, the silicon tracker, four planes of time of flight
(TOF) scintillation counters, and the array of anticoinci-
dence counters (ACCs). AMS also contains a transition
radiation detector (TRD), a ring imaging Čerenkov detector
(RICH), and an electromagnetic calorimeter (ECAL). The
three-dimensional imaging capability of the 17 radiation
length ECAL allows for an accurate measurement of the e!

energy E and of the shower shape.
The AMS coordinate system is concentric with the

magnet. The x axis is parallel to the main component of
the magnetic field and the z axis points vertically. The (y-z)
plane is the bending plane. Above, below, and downward-
going refer to the AMS coordinate system.
The central field of themagnet [9] is 1.4 kG.Before flight,

the field was measured in 120 000 locations to an accuracy
of better than 2 G. On orbit, the magnet temperature varies
from −3 to þ15° C. The field strength is corrected with a
measured temperature dependence of −0.09%=°C.
The tracker [10] has nine layers, the first (L1) at the top

of the detector, the second (L2) just above the magnet, six
(L3 to L8) within the bore of the magnet, and the last (L9)
just above the ECAL. L2 to L8 constitute the inner tracker.
Each layer contains double-sided silicon microstrip detec-
tors which independently measure the x and y coordinates.
The tracker accurately determines the trajectory of cosmic
rays by multiple measurements of the coordinates with a
resolution in each layer of 10 μm in the bending (y)
direction. The inner tracker is held stable by a carbon
fiber structure with negligible coefficient of thermal expan-
sion. The stability of the inner tracker is monitored using 20
IR laser beams which penetrate layers L2 through L8 and
provide submicron position measurements. Using cosmic
rays over a 2 minute window, the position of L1 is aligned
with a precision of 5 μm with respect to the inner tracker
and L9 with a precision of 6 μm. Together, the tracker and
the magnet measure the rigidity R of charged cosmic rays.
The maximum detectable rigidity (MDR) is 2 TV over the
3 m lever arm from L1 to L9.
Each layer of the tracker also provides an independent

measurement of the absolute value of the charge jZj of the
cosmic ray. The charge resolution of the layers of the inner
tracker together is ΔZ≃ 0.05 for jZj ¼ 1 particles.
Two planes of TOF counters [11] are located above L2

and two planes are located below the magnet. For jZj ¼ 1
particles, the average time resolution of each counter has
been measured to be 160 ps and the overall velocity
(β ¼ v=c) resolution to be Δβ=β2 ¼ 4%. This discrimi-
nates between upward- and downward-going particles.

The coincidence of signals from the four TOF planes
together with the absence of signals from the ACC provides
a charged particle trigger. The ACC has an efficiency of
0.999 99 to reject cosmic rays which enter the inner tracker
from the side. The coincidence of 3 out of the 4 TOF layers
with no ACC requirement was used to provide an unbiased
trigger. The unbiased trigger, prescaled by 1%, was used to
measure the efficiency of the charged particle trigger. The
efficiency of the unbiased trigger was estimated directly
from the data to be above 99.8% for all rigidities using
events in which one of the four TOF layers gave no signal.
This allowed the estimation of the efficiency of each TOF
layer and, consequently, the efficiency of the unbiased
trigger.
Before launch, at the CERN SPS, AMS was extensively

calibrated with 180 and 400 GeV=c proton beams and
beams of positrons, electrons, and pions from 10 to
290 GeV=c. In total, calibrations with 18 different energies
and particles at 2000 positions were performed. These data
allow the determination of the tracker rigidity resolution
function with high precision and the verification of the
absolute rigidity scale.
Since launch, the detector has been monitored and

controlled around the clock. The time, location, and
orientation are provided by GPS units affixed to AMS
and to the ISS. The detector performance has been steady
over time.
Simulated events were produced using a dedicated

program developed by the collaboration from the GEANT-
4.9.6 package [12] based on Monte Carlo methods. This
program simulates electromagnetic and hadronic inter-
actions of particles in the material of AMS and generates
detector responses. The digitization of the signals is
simulated precisely according to the measured character-
istics of the electronics. The simulated events then undergo
the same reconstruction as used for the data. Figure 1 shows
a comparison of the inverse rigidity for 400 GeV=c protons
from the test beam and the Monte Carlo simulation. As
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FIG. 1 (color). The resolution function in inverse rigidity for
400 GeV=c protons measured in the test beam compared with the
Monte Carlo simulation.
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The resolution function for protons was measured on a 400 GV proton beam from the CERN 
SPS and the result was used to validate the MC simulation. 
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FIG. SM 5. Comparison of the di↵erences of the coordinates measured in L3 or L5 to those

obtained from the track fit using the measurements from L1, L2, L4, L6, L7 and L8 between data

and simulation in the rigidity range 40 < R < 47 GV for a) boron sample and b) carbon sample.
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Systematics on Rigidity Resolution

17

The MC rigidity resolution functions for Z>2 were verified with the ISS data in multiple ways.  
One of the comparison is the validation of the spatial resolution of the inner tracker.

Systematic errors arising from the understanding of the resolution matrix and the bin-to-bin 
migration unfolding procedures account for 1% below 200GV and from 3% to 6% at 2.5 TV.
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FIG. SM 3. Charge measured by inner tracker for a sample of carbon selected with the tracker

L1 in the rigidity range between 27 and 36 GV. The comparison between data (points) and MC

(histogram) validates the partial cross section of the C + C,Al ! B + X interaction branching

ratios used in the simulation.

6

Interactions above L1 

19

Background generated above L1 is calculated using MC and light nuclei fluxes measured by AMS.  
MC interaction channels (ex. C + C, Al ! B + X) have been verified with data (see below). 

Background is up to 9% for secondary nuclei like Li, Be, B, N associated systematic error is below 1%.
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This verifies that the detector performance is stable over
time and that the flux above 45 GV shows no observable
effect from solar modulation fluctuations for this measure-
ment period. The variation of the proton flux due to solar
modulation will be the subject of a separate publication.
Figure 2(c) shows that the ratios of fluxes obtained using
events which pass through different sections of L1 to the
average flux are in good agreement and within the assigned
systematic errors; this verifies the errors assigned to the
tracker alignment. Lastly, as seen from Fig. 2(d), the flux
obtained using the rigidity measured by only the inner
tracker is in good agreement with the flux measured using
the full lever arm; this verifies the systematic errors
assigned from the unfolding procedures and the rigidity
resolution function for two extreme and important cases.
First, at the inner tracker MDR (∼300 GV) where the
unfolding effects and resolution functions of the inner
tracker and the full lever arm (2 TV MDR) are very
different. Second, at low rigidities (1 to 10 GV) where the
unfolding effects and the tails in the resolution functions of
the inner tracker and full lever arm are also very different
due to large multiple and nuclear scattering.
Most importantly, several independent analyses were

performed on the same data sample by different study
groups. The results of those analyses are consistent with
this Letter.
Results.—The measured proton flux Φ including stat-

istical errors and systematic errors is tabulated in Ref. [25]
as a function of the rigidity at the top of the AMS detector.
The contributions to the systematic errors come from (i) the
trigger, (ii) the acceptance, background contamination,
geomagnetic cutoff, and event selection, (iii) the rigidity
resolution function and unfolding, and (iv) the absolute
rigidity scale. The contributions of individual sources to the
systematic error are added in quadrature to arrive at the total
systematic uncertainty. The Monte Carlo event samples
have sufficient statistics such that they do not contribute
to the errors. Figure 3(a) shows the flux as a function of
rigidity with the total errors, the sum in quadrature of
statistical and systematic errors [26]. In this and the
subsequent figures, the points are placed along the abscissa
at ~R calculated for a flux ∝ R−2.7 [27]. Figure 3(b) shows
the AMS flux as a function of kinetic energy EK together
with the most recent results (i.e., from experiments after the
year 2000).
A power law with a constant spectral index γ

Φ ¼ CRγ ð2Þ

where R is in GV and C is a normalization factor, does not
fit the flux reported in this work [25] and shown in Fig. 3(a)
at the 99.9% C.L. for R > 45 GV. Applying solar modu-
lation in the force field approximation [28] also does not fit
the data at the 99.9% C.L. for R > 45 GV. We therefore fit
the flux with a modified spectral index [29]

Φ ¼ C
!

R
45 GV

"
γ
#
1þ

!
R
R0

"Δγ=s$s
; ð3Þ

where s quantifies the smoothness of the transition of the
spectral index from γ for rigidities below the characteristic
transition rigidity R0 to γ þ Δγ for rigidities above R0.
Fitting over the range 45 GV to 1.8 TV yields a χ2=d:f: ¼
25=26 with C ¼ 0.4544% 0.0004ðfitÞþ0.0037

−0.0047ðsysÞþ0.0027
−0.0025

ðsolÞ m−2sr−1sec−1GV−1, γ ¼ −2.849 % 0.002ðfitÞþ0.004
−0.003

ðsysÞþ0.004
−0.003ðsolÞ, Δγ ¼ 0.133þ0.032

−0.021ðfitÞþ0.046
−0.030ðsysÞ %

0.005ðsolÞ, s ¼ 0.024þ0.020
−0.013ðfitÞþ0.027

−0.016ðsysÞ
þ0.006
−0.004ðsolÞ, and

R0 ¼ 336þ68
−44ðfitÞþ66

−28ðsysÞ % 1ðsolÞ GV. The first error
quoted (fit) takes into account the statistical and uncorre-
lated systematic errors from the flux reported in this work
[25]. The second (sys) is the error from the remaining
systematic errors, namely, from the rigidity resolution
function and unfolding, and from the absolute rigidity
scale, with their bin-to-bin correlations accounted for using
the migration matrix Mij. The third (sol) is the uncertainty
due to the variation of the solar potential ϕ ¼ 0.50 to
0.62 GV [30]. The fit confirms that above 45 GV the flux is
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FIG. 3 (color). (a) The AMS proton flux multiplied by ~R2.7 and
the total error as a function of rigidity. (b) The flux as a function
of kinetic energy EK as multiplied by E2.7

K compared with recent

measurements [3–6]. For the AMS results EK ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~R2þM2
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−Mp

where Mp is the proton mass.
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This verifies that the detector performance is stable over
time and that the flux above 45 GV shows no observable
effect from solar modulation fluctuations for this measure-
ment period. The variation of the proton flux due to solar
modulation will be the subject of a separate publication.
Figure 2(c) shows that the ratios of fluxes obtained using
events which pass through different sections of L1 to the
average flux are in good agreement and within the assigned
systematic errors; this verifies the errors assigned to the
tracker alignment. Lastly, as seen from Fig. 2(d), the flux
obtained using the rigidity measured by only the inner
tracker is in good agreement with the flux measured using
the full lever arm; this verifies the systematic errors
assigned from the unfolding procedures and the rigidity
resolution function for two extreme and important cases.
First, at the inner tracker MDR (∼300 GV) where the
unfolding effects and resolution functions of the inner
tracker and the full lever arm (2 TV MDR) are very
different. Second, at low rigidities (1 to 10 GV) where the
unfolding effects and the tails in the resolution functions of
the inner tracker and full lever arm are also very different
due to large multiple and nuclear scattering.
Most importantly, several independent analyses were

performed on the same data sample by different study
groups. The results of those analyses are consistent with
this Letter.
Results.—The measured proton flux Φ including stat-

istical errors and systematic errors is tabulated in Ref. [25]
as a function of the rigidity at the top of the AMS detector.
The contributions to the systematic errors come from (i) the
trigger, (ii) the acceptance, background contamination,
geomagnetic cutoff, and event selection, (iii) the rigidity
resolution function and unfolding, and (iv) the absolute
rigidity scale. The contributions of individual sources to the
systematic error are added in quadrature to arrive at the total
systematic uncertainty. The Monte Carlo event samples
have sufficient statistics such that they do not contribute
to the errors. Figure 3(a) shows the flux as a function of
rigidity with the total errors, the sum in quadrature of
statistical and systematic errors [26]. In this and the
subsequent figures, the points are placed along the abscissa
at ~R calculated for a flux ∝ R−2.7 [27]. Figure 3(b) shows
the AMS flux as a function of kinetic energy EK together
with the most recent results (i.e., from experiments after the
year 2000).
A power law with a constant spectral index γ

Φ ¼ CRγ ð2Þ

where R is in GV and C is a normalization factor, does not
fit the flux reported in this work [25] and shown in Fig. 3(a)
at the 99.9% C.L. for R > 45 GV. Applying solar modu-
lation in the force field approximation [28] also does not fit
the data at the 99.9% C.L. for R > 45 GV. We therefore fit
the flux with a modified spectral index [29]

Φ ¼ C
!

R
45 GV

"
γ
#
1þ

!
R
R0

"Δγ=s$s
; ð3Þ

where s quantifies the smoothness of the transition of the
spectral index from γ for rigidities below the characteristic
transition rigidity R0 to γ þ Δγ for rigidities above R0.
Fitting over the range 45 GV to 1.8 TV yields a χ2=d:f: ¼
25=26 with C ¼ 0.4544% 0.0004ðfitÞþ0.0037

−0.0047ðsysÞþ0.0027
−0.0025

ðsolÞ m−2sr−1sec−1GV−1, γ ¼ −2.849 % 0.002ðfitÞþ0.004
−0.003

ðsysÞþ0.004
−0.003ðsolÞ, Δγ ¼ 0.133þ0.032

−0.021ðfitÞþ0.046
−0.030ðsysÞ %

0.005ðsolÞ, s ¼ 0.024þ0.020
−0.013ðfitÞþ0.027

−0.016ðsysÞ
þ0.006
−0.004ðsolÞ, and

R0 ¼ 336þ68
−44ðfitÞþ66

−28ðsysÞ % 1ðsolÞ GV. The first error
quoted (fit) takes into account the statistical and uncorre-
lated systematic errors from the flux reported in this work
[25]. The second (sys) is the error from the remaining
systematic errors, namely, from the rigidity resolution
function and unfolding, and from the absolute rigidity
scale, with their bin-to-bin correlations accounted for using
the migration matrix Mij. The third (sol) is the uncertainty
due to the variation of the solar potential ϕ ¼ 0.50 to
0.62 GV [30]. The fit confirms that above 45 GV the flux is
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FIG. 3 (color). (a) The AMS proton flux multiplied by ~R2.7 and
the total error as a function of rigidity. (b) The flux as a function
of kinetic energy EK as multiplied by E2.7

K compared with recent

measurements [3–6]. For the AMS results EK ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~R2þM2
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where Mp is the proton mass.
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M.Aguilar et al. PRL 115 (2015) 211101performance is stable over time and that the flux above
45 GV shows no observable effect from solar modulation
fluctuations. Figure SM2(c) in Ref. [22] shows that the flux
obtained using the rigidity measured by only the inner
tracker is in good agreement with the flux measured using
the full lever arm. The flux ratio uses the two different event
samples corresponding to the inner tracker acceptance and
to the L1 to L9 acceptance used for the results in this Letter.
This verifies the systematic errors from the acceptance, the
unfolding procedure, and the rigidity resolution function
for two extreme and important cases. First, at the MDR of
the inner tracker, 0.55 TV, where the unfolding effects and
resolution functions of the inner tracker and the full lever
arm are very different. Second, at low rigidities (2 to
10 GV) where the unfolding effects and the tails in the
resolution functions of the inner tracker and full lever arm
are also very different due to multiple and nuclear scatter-
ing. Figure SM2(d) in Ref. [22] shows the good agreement
between the flux obtained using the rigidity measured by
tracker L1 to L8, MDR 1.4 TV, and the full lever arm, MDR
3.2 TV, again using different event samples, thus verifying
the systematic errors on the rigidity resolution function
over the extended rigidity range.
Most importantly, several independent analyses were

performed on the same data sample by different study groups.
The results of those analyses are consistent with this Letter.
Results.—The measured He flux Φ including statistical

errors and systematic errors is tabulated in Ref. [22],
Table I, as a function of the rigidity at the top of the
AMS detector. The contributions to the systematic errors
come from (i) the trigger, (ii) the geomagnetic cutoff,
the acceptance, and background contamination, (iii) the
rigidity resolution function and unfolding which take into
account the small differences between the two unfolding
procedures described above, and (iv) the absolute rigidity
scale. The contribution of individual sources to the sys-
tematic error are added in quadrature to arrive at the total
systematic uncertainty. The Monte Carlo event samples
have sufficient statistics such that they do not contribute
to the errors. Figure 1(a) shows the flux as a function of
rigidity with the total errors, the sum in quadrature of
statistical and systematic errors [25]. In this and the
subsequent figures, the points are placed along the abscissa
at ~R calculated for a flux ∝ R−2.7 [26]. Figure 1(b) shows
the AMS flux as a function of kinetic energy per nucleon
EK together with the most recent results (i.e., from experi-
ments after the year 2000).
A power law with a constant spectral index γ,

Φ ¼ CRγ; ð2Þ

where R is in GV and C is a normalization factor, does not
fit the flux reported in this work [22] and shown in Fig. 1(a)
at the 99.9% C.L. for R > 45 GV. Applying solar modu-
lation in the force field approximation [27] also does not fit
the data at the 99.9% C.L. for R > 45 GV. We therefore

fit the flux with a double power law function [8]

Φ ¼ C
!

R
45 GV

"
γ
#
1þ

!
R
R0

"Δγ=s$s
; ð3Þ

where s quantifies the smoothness of the transition of the
spectral index from γ for rigidities below the characteristic
transition rigidity R0 to γ þ Δγ for rigidities above R0.
Fitting over the range 45 GV to 3 TV yields a χ2=d:f: ¼
25=27 with C¼ 0.0948%0.0002ðfitÞ%0.0010ðsysÞ %
0.0006ðsolÞm−2 sr−1 sec−1GV−1, γ¼−2.780%0.005ðfitÞ%
0.001ðsysÞ%0.004ðsolÞ, Δγ ¼ 0.119þ0.013

−0.010ðfitÞþ0.033
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FIG. 1 (color). (a) The AMS helium flux [22] multiplied by ~R2.7

with its total error as a function of rigidity. (b) The flux as a
function of kinetic energy per nucleon EK multiplied by E2.7

K
compared with measurements since the year 2000 [3–6]. For the
AMS results EK ≡ ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 ~R2 þM2

p
−MÞ=4 where M is the 4He

mass as the AMS flux was treated as containing only 4He. (c) Fit
of Eq. (3) to the AMS helium flux. For illustration, the dashed
curve uses the same fit values but with R0 set to infinity.
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performance is stable over time and that the flux above
45 GV shows no observable effect from solar modulation
fluctuations. Figure SM2(c) in Ref. [22] shows that the flux
obtained using the rigidity measured by only the inner
tracker is in good agreement with the flux measured using
the full lever arm. The flux ratio uses the two different event
samples corresponding to the inner tracker acceptance and
to the L1 to L9 acceptance used for the results in this Letter.
This verifies the systematic errors from the acceptance, the
unfolding procedure, and the rigidity resolution function
for two extreme and important cases. First, at the MDR of
the inner tracker, 0.55 TV, where the unfolding effects and
resolution functions of the inner tracker and the full lever
arm are very different. Second, at low rigidities (2 to
10 GV) where the unfolding effects and the tails in the
resolution functions of the inner tracker and full lever arm
are also very different due to multiple and nuclear scatter-
ing. Figure SM2(d) in Ref. [22] shows the good agreement
between the flux obtained using the rigidity measured by
tracker L1 to L8, MDR 1.4 TV, and the full lever arm, MDR
3.2 TV, again using different event samples, thus verifying
the systematic errors on the rigidity resolution function
over the extended rigidity range.
Most importantly, several independent analyses were

performed on the same data sample by different study groups.
The results of those analyses are consistent with this Letter.
Results.—The measured He flux Φ including statistical

errors and systematic errors is tabulated in Ref. [22],
Table I, as a function of the rigidity at the top of the
AMS detector. The contributions to the systematic errors
come from (i) the trigger, (ii) the geomagnetic cutoff,
the acceptance, and background contamination, (iii) the
rigidity resolution function and unfolding which take into
account the small differences between the two unfolding
procedures described above, and (iv) the absolute rigidity
scale. The contribution of individual sources to the sys-
tematic error are added in quadrature to arrive at the total
systematic uncertainty. The Monte Carlo event samples
have sufficient statistics such that they do not contribute
to the errors. Figure 1(a) shows the flux as a function of
rigidity with the total errors, the sum in quadrature of
statistical and systematic errors [25]. In this and the
subsequent figures, the points are placed along the abscissa
at ~R calculated for a flux ∝ R−2.7 [26]. Figure 1(b) shows
the AMS flux as a function of kinetic energy per nucleon
EK together with the most recent results (i.e., from experi-
ments after the year 2000).
A power law with a constant spectral index γ,

Φ ¼ CRγ; ð2Þ

where R is in GV and C is a normalization factor, does not
fit the flux reported in this work [22] and shown in Fig. 1(a)
at the 99.9% C.L. for R > 45 GV. Applying solar modu-
lation in the force field approximation [27] also does not fit
the data at the 99.9% C.L. for R > 45 GV. We therefore

fit the flux with a double power law function [8]

Φ ¼ C
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where s quantifies the smoothness of the transition of the
spectral index from γ for rigidities below the characteristic
transition rigidity R0 to γ þ Δγ for rigidities above R0.
Fitting over the range 45 GV to 3 TV yields a χ2=d:f: ¼
25=27 with C¼ 0.0948%0.0002ðfitÞ%0.0010ðsysÞ %
0.0006ðsolÞm−2 sr−1 sec−1GV−1, γ¼−2.780%0.005ðfitÞ%
0.001ðsysÞ%0.004ðsolÞ, Δγ ¼ 0.119þ0.013

−0.010ðfitÞþ0.033
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FIG. 1 (color). (a) The AMS helium flux [22] multiplied by ~R2.7

with its total error as a function of rigidity. (b) The flux as a
function of kinetic energy per nucleon EK multiplied by E2.7

K
compared with measurements since the year 2000 [3–6]. For the
AMS results EK ≡ ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 ~R2 þM2

p
−MÞ=4 where M is the 4He

mass as the AMS flux was treated as containing only 4He. (c) Fit
of Eq. (3) to the AMS helium flux. For illustration, the dashed
curve uses the same fit values but with R0 set to infinity.
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Not a single power-law
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Spectral index
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Even though the flux magnitude is different, they present similar energy dependence.
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Even though the flux magnitude is different, they present similar energy dependence. 
Also shown when examining the p/He flux ratio
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Secondary/primary cosmic rays
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The B/C flux ratio and other secondary/primary ratios are powerful tools to study 
the properties of cosmic ray propagation as secondaries are assumed to be 
produced purely from collision of primary cosmic rays, such as Carbon and 

Oxygen, with the interstellar medium (ISM).

CRs are commonly modelled as a relativistic gas diffusing into a magnetised plasma. 
Diffusion models based on different assumptions predict different behaviour for B/C ~ Rδ.  

With Kolmogorov interstellar turbulence model a δ = -1/3 is expected, while Kraichnan 
theory leads to δ = -1/2.    
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FIG. 3. The boron to carbon ratio as a function of kinetic energy per nucleon EK compared with

measurements since the year 1980 [12–21]. The dashed line is the B/C ratio required for the model
of Ref. [7].
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B/C flux ratio
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M. Aguilar et al. PRL 117, (2016), 231102 
(just published this morning!!!)

Cowsik et al. 
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Carbon flux
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Conclusions
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• AMS is providing CRs measurement of the positron fraction, the 
fluxes of electrons, positrons, protons, anti-protons, helium and 
other nuclei with percent accuracy. 

• The simultaneous precise determination of different CRs species is a 
powerful tool for the understanding of the CRs physics and for the 
determination of new phenomena. 

• AMS will continue to take data for the whole ISS lifetime, providing 
new information about dark matter, presence of primordial 
antimatter and more detailed CRs fluxes description. 

• The ISS has become an important platform for fundamental physics 
research,


