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Figure 4. Observed HI rotation curve of the nearby dwarf spiral galaxy M33 (adapted
from [74]), superimposed on an optical image (NED image from STScI Digitized Sky Survey,
http://nedwww.ipac.caltech.edu. The NASA/IPAC Extragalactic Database (NED) is operated by
the Jet Propulsion Laboratory, California Institute of Technology, under contract with the National
Aeronautics and Space Administration). The dashed curve shows the estimated contribution to the
rotation curve from the luminous stellar disc [74]. There is also a smaller contribution from gas
(not shown).

7.1. Changing the law of gravity?

It has turned out to be very difficult to modify gravity on the various length scales where
the dark matter problem resides, but phenomenological attempts have been made to at least
explain flat galaxy rotation curves by introducing violations of Newton’s laws (and of general
relativity) [75]. Until a satisfactory alternative theory to general relativity has been found it is
difficult to further comment on this option. Besides the remarkable success of the ‘standard’
theory in accounting for perihelion motion, redshifts, gravitational lensing and binary pulsar
dynamics, the overall consistency of the standard cosmology it provides the basis for, also on
the largest scales, is remarkable. An example is the concordance of the mass estimates of galaxy
clusters based on galaxy velocity dispersions, gravitational lensing, microwave background
distorsions and x-ray emission from hot intracluster gas. At present, there does not seem to
exist a plausible alternative theory that can match this impressive list of successes.

In principle, there are modifications to Newtonian gravity if there exists a non-zero
cosmological constant, since the energy equation for a test particle of mass m at a distance R

from a homogeneous sphere of mass M gets an additional term proportional to !,

E = 1
2
mṘ2 − GNMm

R
− !

6
mR2, (35)

(see [6]) showing the attractive nature of the extra force for ! < 0. However, this additional
term is some four orders of magnitude too small to have measurable effects in galactic systems,
given the current observational estimates of !. In addition, the observationally favoured value
of ! is positive and thus causes repulsion instead of attraction.
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µ(a/a0) = (1 + a0/a)−1. Under this form, the acceleration
at the radius where a dark matter fit has an enclosed DMmass
fraction of one-half can be interpreted instead as the value
for a0. We have made such an estimate from our data for
the gNFW fits. We find a0 =0.78±0.37×10−10 m s−2 from
the gas-based data and a0 =0.56±0.40×10−10 m s−2 from
the stellar-based data. For both, we find root-mean-squares of
0.57×10−10 m s−2, meaning that our data appear to favor a
non-constant value of a0. The significance for a non-constant
value, however, is modest as 5/7 and 3/7 of the gas-based and
stellar-based measurements deviate from the central estimate
by 1-σ significance.

4. INTERPRETING THE MASS MODELS
4.1. Agreement Between Kinematic Tracers

We find that the posterior mass models inferred from the
gas and stars are not always consistent. However, the den-
sity profiles are usually consistent. We show the inferred
rotation curves for both kinematic tracers in Figure 5. The
curves, their decomposition into various mass components,
and the 1-σ ranges around the total rotation curves are cre-
ated by averaging rotation curves from 1000 of the MCMC
samples. NGC 2552 shows clear disagreement with the gas-
traced asymptotic velocity being larger than the stellar-traced
one, while the situation is reversed for NGC 959. We have
tried evaluating the stellar-traced models against the gas data
and vice versa, and the fits for these two galaxies are truly
poor representations of the swapped data sets. In our current
framework, we have no set of parameters that can bring the
potentials into agreement. We speculate that the two poten-
tials could be brought into better agreement by adding non-
spherical structure to the DM halo, as the gas and stars will
react differently. The simplest approach would be to make
oblate or prolate DM halos in JAM. A constant ellipticity to
the DM halo would shift the normalization of the rotation
curves (Simon et al. 2005). More complicated structure, such
as ellipticity varying as a function of vertical height, could
change the rotation curve shape, although a significant shape
change could only come about by very contrived alignments,
vertical scalings, and strong ellipticity gradients. Since the
gas is the thinnest component, a constant ellipticity shift to the
DM will change the gas-traced normalization more strongly
than the stellar-traced one. This general problem is beyond
the scope of this work. NGC 2976 shows modest, but sig-
nificant, disagreement in the same sense of the radial and
bisymmetric DiskFit models and as we found in Adams et al.
(2012). The stellar-traced rotation curve has larger ampli-
tude at smaller radii. The other four galaxies, UGC 2259,
NGC 5204, NGC 5949, and UGC 11707 show fairly good
agreement.
The data regions driving each fit can be seen in Figure 6.

There, the residuals to the gas and stellar kinematic maps are
shown along with the residuals from the parameter set se-
lected by the alternate tracer.
The logarithmic DM slopes derived from the gas and stellar

tracers are compared in Figure 7. The data agree fairly well
with the simple one-to-one relation. The most cored halos
show a small bias toward being steeper from the stellar-traced
models, but there is no doubt that several galaxies are incom-
patible with NFW profiles. NGC 2976 agrees with the one-
to-to relation within the uncertainties, in contrast to our previ-
ous work. The gas-traced model has become steeper, because
the model has swept over several PAs and not modeled non-

Figure 5. The rotation curves for the best fit parameters from the gas-traced
and stellar-traced data. The median rotation curves for the various parts of
the mass budget are shown as well as the 1-σ confidence bands. Arrows are
drawn to show the largest radius bin for each tracer. The circular velocity
curves have been fit for each tracer as described in the text. For the gas data,
the fit is made to the observed rotational velocity field. For the stellar data,
the fit is made to the quadrature sum of rotational velocity and dispersion.
NGC959 The two tracers do not agree in their large-radii normalizations. The
disagreement is robustly contained in the data, and is likely due to our models
not containing necessary complexity, such as from non-spherical DM halos.
UGC 2259 The gas-traced model appears cuspier. NGC 2552 The large-radii
normalization again disagrees between the two models. NGC 2976 A subtle
but significant disagreement exists in the shape of the rotation curves. The
disagreement is mainly in normalization with Υ∗ fit differently between the
two models. If a fixed value is used, the disagreement is primarily in a cuspier
shape to the stellar-traced model. NGC 5204 The two tracers show excellent
agreement in their mass models. NGC 5949 The two tracers show reason-
able agreement in their mass models, but with the stellar-based model being
modestly more cuspy. UGC 11707 The two tracers again show modest dis-
agreement at small radii, but the large error bars may explain the difference.

circular terms, and the stellar-traced model has become shal-
lower because the stellar photometry and mass has increased
as discussed in §4.2. Two galaxies are outliers beyond 1-σ
significance, which is expected from normal statistics alone.
NGC 5949 looks more cuspy from the stellar-traced models.
NGC 5949, however, does not have evidence for a bar from
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circular terms, and the stellar-traced model has become shal-
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significance, which is expected from normal statistics alone.
NGC 5949 looks more cuspy from the stellar-traced models.
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circular terms, and the stellar-traced model has become shal-
lower because the stellar photometry and mass has increased
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Figure 2. The gas-traced and stellar-traced data and the best fitting gNFWmodels. Top Stellar kinematic fields in the vrms parameters. Bottom Gas line-of-sight
velocity kinematic maps. Left Data. Right The best fitting models. The contours show logarithmically scaled surface brightnesses for the continuum, on the
stellar maps, and the emission lines, on the gas maps. The data-side contours show the actual surface brightnesses and the model-side stellar contour shows the
MGE model. Stellar contours are spaced by one magnitude and gas contours by two magnitudes.

the other input parameters are shared with the stellar-traced
models.
The models previously presented have assumed axisymme-

try. Dropping this assumption adds significant complexity.
In order to model triaxial structures through stellar kinemat-
ics, the best option is to use triaxial Schwarzschild codes, for
which van den Bosch et al. (2008) is the current standard. The
code has primarily been used to assess the robustness of super-
massive black hole mass estimates in the presence of triaxial
halos. The main limitation is that only static potentials can
currently be modeled. The code could profitably be employed
to more generally fit triaxial halo shapes in our sample, but it

cannot fit structures with a pattern speed such as bars. We hy-
pothesize that bars may be a significant dynamical perturber
to the gas kinematics, but less so to the hotter stellar kine-
matics. We do not attempt to model triaxial structure through
stellar kinematics herein.
Fortunately, the problem of triaxial structure affecting

gaseous kinematics has been extensively studied. The gen-
eral solution for an arbitrary number of harmonic terms
is presented in Schoenmakers et al. (1997). A general
solution named DiskFit, accompanied by software, has
been given in a set of papers (Spekkens & Sellwood 2007;
Sellwood & Sánchez 2010). The basic idea is that a bisym-
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eral solution for an arbitrary number of harmonic terms
is presented in Schoenmakers et al. (1997). A general
solution named DiskFit, accompanied by software, has
been given in a set of papers (Spekkens & Sellwood 2007;
Sellwood & Sánchez 2010). The basic idea is that a bisym-
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Figure 6. Lower panel: average stellar to dark mass ratio (filled points) for the
COSMOS+LM03 sample and average gas fraction (empty points). Uncertainties
are computed from the standard deviation of the mean in all cases. Upper panel:
total baryonic fraction obtained summing the points in the lower panel compared
with the universal value by WMAP5 (dark gray stripe). The dashed-dotted line
represents the fit to the measured points. The dashed line represents the fit to the
points where the gas fraction has been corrected for a 10% gas depletion. The
light gray stripe is the fit to the relation taking in account both gas depletion and
a constant (11%–22%) ICL contribution to the stellar mass.

4.4. Comparison with WMAP

4.4.1. Raw Values

As Figure 6 shows, there is a gap between the values of
f

stars+gas
500 estimated from WMAP5 and those obtained here; this

discrepancy, before any correction, is significant at more than
5σ for systems less massive than ∼1014 M⊙ (see Table 3), where
the uncertainties are calculated as described in Section 4.3.2.

4.4.2. Values Corrected for Gas Depletion

We now correct the value of the baryon fraction for gas
depletion. As discussed in Frenk et al. (1999), simulations
without feedback suggest that the ICM has a slightly more
inflated distribution than the dark matter (see also observations
by Pratt & Arnaud 2002), resulting in a decrease in the gas
fraction of 10% at R500. In the absence of indications to the
contrary we do not assume a mass dependence for the gas
depletion. For average massive clusters (⟨M500⟩ = 7×1014 M⊙)
the value of gas depletion-corrected f

stars+gas+depl
500 is consistent

within 1.4σ with the WMAP5 estimate. However, the gas
depletion corrected value in the group regime (⟨M500⟩ =
5 × 1013 M⊙) is still 4.5σ discrepant from that of WMAP5.27

4.4.3. Values Corrected for Gas Depletion and ICL

The existence of a diffuse stellar component in galaxy groups/
clusters is now a well established observational result, but the
way the ICL is defined and measured is not unique (see Zibetti
2008 for a recent review). The quality of our observations is
insufficient to measure the contribution of diffuse, very low

27 We note that this discrepancy represents a lower limit if a further 10%
reduction of the gas mass is applied due to the clumpiness of the ICM as in Lin
et al. (2003). However this correction is not applied in most of the studies of
gas component in clusters.

Table 3
Discrepancy of fb from the WMAP5 Value in Sigma Units

M500/[h−1
72 M⊙] ∆fb /[σfb ] ∆fb /[σfb ]a ∆fb /[σfb ]b

2.1e+13 > 1.2 > 0.8 > 0.3
5.1e+13 5.3 4.5 3.3
1.2e+14 5.1 4.2 3.2
3.0e+14 3.7 2.6 2.1
7.1e+14 2.6 1.4 1.0

Notes.
a After correction for gas depletion.
b After correction for gas depletion and ICL.

surface brightness light (>25.8 K mag arcsec−2) within r500
directly for individual systems in the sample. To quantify the
amount of stellar mass which is associated with diffuse light
that escapes detection during the standard photometry extraction
with SExtractor (Capak et al. 2007), we are guided by previous
observational results. In particular, we consider Zibetti et al.
(2005), Krick & Bernstein (2007), and Gonzalez et al. (2005).
Zibetti et al. (2005) used stacking analysis of 683 systems at
z = 0.2–0.3 ranging in total mass from a few times 1013 to
5 × 1014 M⊙ (the average total mass is 7 × 1013 M⊙), selected
from a 1500 deg2 of SDSS–DR1, reaching the unprecedented
surface brightness limit of ∼32 mag arcsec−2 (R band in the
z = 0.25 observed frame). They show that on average the
ICL contributes ∼11% of the stellar light within 500 kpc. In a
complementary study, Krick & Bernstein (2007) used a sample
of massive clusters with a range of morphology, redshift and
densities to find that the ICL contributes with 6%–22% to the
total cluster light in the r band within one quarter of the virial
radius, finding no appreciable correlation with cluster mass.
Given these results, we assume that the contribution of the ICL
to the total mass of a system is equal to its observed contribution
to the total light and ranges between 11% and 22%. This range
is consistent with the theoretical results by Murante et al. (2007)
and Purcell et al. (2008), in their attempt of modelling the
ICL by numerical simulations. Furthermore, given the complete
lack of observational constraints, we assume that the ICL mass
fraction is not evolving with redshift for 0 < z < 1; this is
supported by the simulation of Dubinski et al. (2003) as shown
in Feldmeier et al. (2004). We discuss the impact of our choice
on the results in Section 4.5. The final gas depletion corrected
values including the ICL contribution of fstars+gas+depl+ICL

500 are
lower than the WMAP5 estimate across the entire explored mass
range; f

stars+gas+depl+ICL
500 is in agreement with the WMAP5 result

within 1σ in the massive cluster regime, but still discrepant at a
significance level of at least 3.3σ for groups (see Figure 6).

4.5. Impact of Systematic Effects

The basic observational result of the present study is that
the baryon mass fraction, corrected for gas depletion and ICL
contribution, is consistent with WMAP5 estimate within 1σ for
clusters with ⟨M⟩ = 7 × 1014 M⊙ but is significantly (3.3σ )
lower for groups with ⟨M⟩ = 5 × 1013 M⊙. At the cluster
scale our result on the baryon fraction is consistent with that
of Lin et al. (2003), indicating that different approaches do
not show systematic differences in the determination of the gas
fraction scaling with the cluster mass. Furthermore, we note
that the scaling relation determined by Pratt et al. (2009) is
based on three different samples of groups and clusters: this

Friday, December 14, 2012

Giodini et al 2009

2% of mass in stars 

10% of mass in gas 

~5% of mass in 
missing baryons 

83% of mass in  
dark matter

Galaxy clusters



The Bullet Cluster

Gravitational potential 
from weak lensing

X-ray emitting hot gas 
(Chandra)

Galaxies in optical 
(Hubble Space 
Telescope)

Symmetry argument: gas is at 
center, but potential has two wells.

Cold dark matter, not modified gravity



Pl
an

ck
 (

20
13

)

Planck Collaboration: Cosmological parameters

Table 5. Best-fit values and 68% confidence limits for the base ⇤CDM model. Beam and calibration parameters, and addi-
tional nuisance parameters for “highL” data sets are not listed for brevity but may be found in the Explanatory Supplement
(Planck Collaboration 2013b).

Planck+WP Planck+WP+highL Planck+lensing+WP+highL Planck+WP+highL+BAO

Parameter Best fit 68% limits Best fit 68% limits Best fit 68% limits Best fit 68% limits

⌦bh2 . . . . . . . . . . 0.022032 0.02205 ± 0.00028 0.022069 0.02207 ± 0.00027 0.022199 0.02218 ± 0.00026 0.022161 0.02214 ± 0.00024
⌦ch2 . . . . . . . . . . 0.12038 0.1199 ± 0.0027 0.12025 0.1198 ± 0.0026 0.11847 0.1186 ± 0.0022 0.11889 0.1187 ± 0.0017
100✓MC . . . . . . . . 1.04119 1.04131 ± 0.00063 1.04130 1.04132 ± 0.00063 1.04146 1.04144 ± 0.00061 1.04148 1.04147 ± 0.00056
⌧ . . . . . . . . . . . . 0.0925 0.089+0.012

�0.014 0.0927 0.091+0.013
�0.014 0.0943 0.090+0.013

�0.014 0.0952 0.092 ± 0.013
ns . . . . . . . . . . . 0.9619 0.9603 ± 0.0073 0.9582 0.9585 ± 0.0070 0.9624 0.9614 ± 0.0063 0.9611 0.9608 ± 0.0054
ln(1010As) . . . . . . . 3.0980 3.089+0.024

�0.027 3.0959 3.090 ± 0.025 3.0947 3.087 ± 0.024 3.0973 3.091 ± 0.025

APS
100 . . . . . . . . . . 152 171 ± 60 209 212 ± 50 204 213 ± 50 204 212 ± 50

APS
143 . . . . . . . . . . 63.3 54 ± 10 72.6 73 ± 8 72.2 72 ± 8 71.8 72.4 ± 8.0

APS
217 . . . . . . . . . . 117.0 107+20

�10 59.5 59 ± 10 60.2 58 ± 10 59.4 59 ± 10

ACIB
143 . . . . . . . . . . 0.0 < 10.7 3.57 3.24 ± 0.83 3.25 3.24 ± 0.83 3.30 3.25 ± 0.83

ACIB
217 . . . . . . . . . . 27.2 29+6

�9 53.9 49.6 ± 5.0 52.3 50.0 ± 4.9 53.0 49.7 ± 5.0

AtSZ
143 . . . . . . . . . . 6.80 . . . 5.17 2.54+1.1

�1.9 4.64 2.51+1.2
�1.8 4.86 2.54+1.2

�1.8

rPS
143⇥217 . . . . . . . . 0.916 > 0.850 0.825 0.823+0.069

�0.077 0.814 0.825 ± 0.071 0.824 0.823 ± 0.070

rCIB
143⇥217 . . . . . . . . 0.406 0.42 ± 0.22 1.0000 > 0.930 1.0000 > 0.928 1.0000 > 0.930

�CIB . . . . . . . . . . 0.601 0.53+0.13
�0.12 0.674 0.638 ± 0.081 0.656 0.643 ± 0.080 0.667 0.639 ± 0.081

⇠tSZ⇥CIB . . . . . . . . 0.03 . . . 0.000 < 0.409 0.000 < 0.389 0.000 < 0.410
AkSZ . . . . . . . . . . 0.9 . . . 0.89 5.34+2.8

�1.9 1.14 4.74+2.6
�2.1 1.58 5.34+2.8

�2.0

⌦⇤ . . . . . . . . . . . 0.6817 0.685+0.018
�0.016 0.6830 0.685+0.017

�0.016 0.6939 0.693 ± 0.013 0.6914 0.692 ± 0.010
�8 . . . . . . . . . . . 0.8347 0.829 ± 0.012 0.8322 0.828 ± 0.012 0.8271 0.8233 ± 0.0097 0.8288 0.826 ± 0.012
zre . . . . . . . . . . . 11.37 11.1 ± 1.1 11.38 11.1 ± 1.1 11.42 11.1 ± 1.1 11.52 11.3 ± 1.1
H0 . . . . . . . . . . . 67.04 67.3 ± 1.2 67.15 67.3 ± 1.2 67.94 67.9 ± 1.0 67.77 67.80 ± 0.77
Age/Gyr . . . . . . . 13.8242 13.817 ± 0.048 13.8170 13.813 ± 0.047 13.7914 13.794 ± 0.044 13.7965 13.798 ± 0.037
100✓⇤ . . . . . . . . . 1.04136 1.04147 ± 0.00062 1.04146 1.04148 ± 0.00062 1.04161 1.04159 ± 0.00060 1.04163 1.04162 ± 0.00056
rdrag . . . . . . . . . . 147.36 147.49 ± 0.59 147.35 147.47 ± 0.59 147.68 147.67 ± 0.50 147.611 147.68 ± 0.45

corresponding cosmological parameter constraints are shown in
Fig. 4.

We can draw the following general conclusions.

– The cosmological parameters for the base ⇤CDM model are
extremely insensitive to the foreground model described in
the previous subsection. The addition of the ACT and SPT
data causes the posterior distributions of cosmological pa-
rameters to shift by much less than one standard deviation.

– With Planck data alone, the CIB amplitude at 217 GHz is
strongly degenerate with the 217 GHz Poisson point source
amplitude. This degeneracy is broken by the addition of the
high-resolution CMB data. This degeneracy must be borne
in mind when interpreting Planck-only solutions for CIB pa-
rameters; the sum of the Poisson point source and CIB con-
tributions are well constrained by Planck at 217 GHz (and
in good agreement with the map-based CIB Planck analysis
reported in Planck Collaboration 2013a), whereas the indi-
vidual contributions are not. Another feature of the CIB pa-
rameters is that we typically find smaller values of the CIB
spectral index, �CIB, in Planck-alone solutions compared to
Planck+highL solutions (which can be seen in Fig. 6). This
provided additional motivation to treat �CIB as a parameter
in the Planck likelihood rather than fixing it to a particu-
lar value. There is evidence from the Planck spectra (most
clearly seen by di↵erencing the 217 ⇥ 217 and 143 ⇥ 143
spectra) that the CIB spectrum at 217 GHz flattens in slope
over the multipole range 500 <⇠ ` <⇠ 1000. This will be ex-

plored in further detail in future papers (see also Appendix
C).

– The addition of the ACT and SPT data constrains the ther-
mal SZ amplitude, which is poorly determined by Planck
alone. In the Planck-alone analysis, the tSZ amplitude is
strongly degenerate with the Poisson point source ampli-
tude at 100 GHz. This degeneracy is broken when the high-
resolution CMB data are added to Planck.

The last two points are demonstrated clearly in Fig. 7, which
shows the residuals of the Planck spectra with respect to the
best-fit cosmology for the Planck+WP analysis compared to the
Planck+WP+highL fits. The addition of high-resolution CMB
data also strongly constrains the net contribution from the kSZ
and tSZ⇥CIB components (dotted lines), though these compo-
nents are degenerate with each other (and tend to cancel).

Although the foreground parameters for the Planck+WP fits
can di↵er substantially from those for Planck+WP+highL, the
total foreground spectra are insensitive to the addition of the
high-resolution CMB data. For example, for the 217⇥ 217 spec-
trum, the di↵erences in the total foreground solution are less
than 10 µK2 at ` = 2500. The net residuals after subtracting both
the foregrounds and CMB spectrum (shown in the lower panels
of each sub-plot in Fig. 7) are similarly insensitive to the addi-
tion of the high-resolution CMB data. The foreground model is
su�ciently complex that it has a high “absorptive capacity” to
any smoothly-varying frequency-dependent di↵erences between
spectra (including beam errors).

20

Planck Collaboration: Cosmological parameters
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the previous subsection. The addition of the ACT and SPT
data causes the posterior distributions of cosmological pa-
rameters to shift by much less than one standard deviation.
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amplitude. This degeneracy is broken by the addition of the
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tributions are well constrained by Planck at 217 GHz (and
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shows the residuals of the Planck spectra with respect to the
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Age/Gyr . . . . . . . 13.8242 13.817 ± 0.048 13.8170 13.813 ± 0.047 13.7914 13.794 ± 0.044 13.7965 13.798 ± 0.037
100✓⇤ . . . . . . . . . 1.04136 1.04147 ± 0.00062 1.04146 1.04148 ± 0.00062 1.04161 1.04159 ± 0.00060 1.04163 1.04162 ± 0.00056
rdrag . . . . . . . . . . 147.36 147.49 ± 0.59 147.35 147.47 ± 0.59 147.68 147.67 ± 0.50 147.611 147.68 ± 0.45

corresponding cosmological parameter constraints are shown in
Fig. 4.

We can draw the following general conclusions.

– The cosmological parameters for the base ⇤CDM model are
extremely insensitive to the foreground model described in
the previous subsection. The addition of the ACT and SPT
data causes the posterior distributions of cosmological pa-
rameters to shift by much less than one standard deviation.

– With Planck data alone, the CIB amplitude at 217 GHz is
strongly degenerate with the 217 GHz Poisson point source
amplitude. This degeneracy is broken by the addition of the
high-resolution CMB data. This degeneracy must be borne
in mind when interpreting Planck-only solutions for CIB pa-
rameters; the sum of the Poisson point source and CIB con-
tributions are well constrained by Planck at 217 GHz (and
in good agreement with the map-based CIB Planck analysis
reported in Planck Collaboration 2013a), whereas the indi-
vidual contributions are not. Another feature of the CIB pa-
rameters is that we typically find smaller values of the CIB
spectral index, �CIB, in Planck-alone solutions compared to
Planck+highL solutions (which can be seen in Fig. 6). This
provided additional motivation to treat �CIB as a parameter
in the Planck likelihood rather than fixing it to a particu-
lar value. There is evidence from the Planck spectra (most
clearly seen by di↵erencing the 217 ⇥ 217 and 143 ⇥ 143
spectra) that the CIB spectrum at 217 GHz flattens in slope
over the multipole range 500 <⇠ ` <⇠ 1000. This will be ex-

plored in further detail in future papers (see also Appendix
C).

– The addition of the ACT and SPT data constrains the ther-
mal SZ amplitude, which is poorly determined by Planck
alone. In the Planck-alone analysis, the tSZ amplitude is
strongly degenerate with the Poisson point source ampli-
tude at 100 GHz. This degeneracy is broken when the high-
resolution CMB data are added to Planck.

The last two points are demonstrated clearly in Fig. 7, which
shows the residuals of the Planck spectra with respect to the
best-fit cosmology for the Planck+WP analysis compared to the
Planck+WP+highL fits. The addition of high-resolution CMB
data also strongly constrains the net contribution from the kSZ
and tSZ⇥CIB components (dotted lines), though these compo-
nents are degenerate with each other (and tend to cancel).

Although the foreground parameters for the Planck+WP fits
can di↵er substantially from those for Planck+WP+highL, the
total foreground spectra are insensitive to the addition of the
high-resolution CMB data. For example, for the 217⇥ 217 spec-
trum, the di↵erences in the total foreground solution are less
than 10 µK2 at ` = 2500. The net residuals after subtracting both
the foregrounds and CMB spectrum (shown in the lower panels
of each sub-plot in Fig. 7) are similarly insensitive to the addi-
tion of the high-resolution CMB data. The foreground model is
su�ciently complex that it has a high “absorptive capacity” to
any smoothly-varying frequency-dependent di↵erences between
spectra (including beam errors).
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Table 5. Best-fit values and 68% confidence limits for the base ⇤CDM model. Beam and calibration parameters, and addi-
tional nuisance parameters for “highL” data sets are not listed for brevity but may be found in the Explanatory Supplement
(Planck Collaboration 2013b).
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�CIB . . . . . . . . . . 0.601 0.53+0.13
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�1.9 1.14 4.74+2.6
�2.1 1.58 5.34+2.8

�2.0

⌦⇤ . . . . . . . . . . . 0.6817 0.685+0.018
�0.016 0.6830 0.685+0.017

�0.016 0.6939 0.693 ± 0.013 0.6914 0.692 ± 0.010
�8 . . . . . . . . . . . 0.8347 0.829 ± 0.012 0.8322 0.828 ± 0.012 0.8271 0.8233 ± 0.0097 0.8288 0.826 ± 0.012
zre . . . . . . . . . . . 11.37 11.1 ± 1.1 11.38 11.1 ± 1.1 11.42 11.1 ± 1.1 11.52 11.3 ± 1.1
H0 . . . . . . . . . . . 67.04 67.3 ± 1.2 67.15 67.3 ± 1.2 67.94 67.9 ± 1.0 67.77 67.80 ± 0.77
Age/Gyr . . . . . . . 13.8242 13.817 ± 0.048 13.8170 13.813 ± 0.047 13.7914 13.794 ± 0.044 13.7965 13.798 ± 0.037
100✓⇤ . . . . . . . . . 1.04136 1.04147 ± 0.00062 1.04146 1.04148 ± 0.00062 1.04161 1.04159 ± 0.00060 1.04163 1.04162 ± 0.00056
rdrag . . . . . . . . . . 147.36 147.49 ± 0.59 147.35 147.47 ± 0.59 147.68 147.67 ± 0.50 147.611 147.68 ± 0.45

corresponding cosmological parameter constraints are shown in
Fig. 4.

We can draw the following general conclusions.

– The cosmological parameters for the base ⇤CDM model are
extremely insensitive to the foreground model described in
the previous subsection. The addition of the ACT and SPT
data causes the posterior distributions of cosmological pa-
rameters to shift by much less than one standard deviation.

– With Planck data alone, the CIB amplitude at 217 GHz is
strongly degenerate with the 217 GHz Poisson point source
amplitude. This degeneracy is broken by the addition of the
high-resolution CMB data. This degeneracy must be borne
in mind when interpreting Planck-only solutions for CIB pa-
rameters; the sum of the Poisson point source and CIB con-
tributions are well constrained by Planck at 217 GHz (and
in good agreement with the map-based CIB Planck analysis
reported in Planck Collaboration 2013a), whereas the indi-
vidual contributions are not. Another feature of the CIB pa-
rameters is that we typically find smaller values of the CIB
spectral index, �CIB, in Planck-alone solutions compared to
Planck+highL solutions (which can be seen in Fig. 6). This
provided additional motivation to treat �CIB as a parameter
in the Planck likelihood rather than fixing it to a particu-
lar value. There is evidence from the Planck spectra (most
clearly seen by di↵erencing the 217 ⇥ 217 and 143 ⇥ 143
spectra) that the CIB spectrum at 217 GHz flattens in slope
over the multipole range 500 <⇠ ` <⇠ 1000. This will be ex-

plored in further detail in future papers (see also Appendix
C).

– The addition of the ACT and SPT data constrains the ther-
mal SZ amplitude, which is poorly determined by Planck
alone. In the Planck-alone analysis, the tSZ amplitude is
strongly degenerate with the Poisson point source ampli-
tude at 100 GHz. This degeneracy is broken when the high-
resolution CMB data are added to Planck.

The last two points are demonstrated clearly in Fig. 7, which
shows the residuals of the Planck spectra with respect to the
best-fit cosmology for the Planck+WP analysis compared to the
Planck+WP+highL fits. The addition of high-resolution CMB
data also strongly constrains the net contribution from the kSZ
and tSZ⇥CIB components (dotted lines), though these compo-
nents are degenerate with each other (and tend to cancel).

Although the foreground parameters for the Planck+WP fits
can di↵er substantially from those for Planck+WP+highL, the
total foreground spectra are insensitive to the addition of the
high-resolution CMB data. For example, for the 217⇥ 217 spec-
trum, the di↵erences in the total foreground solution are less
than 10 µK2 at ` = 2500. The net residuals after subtracting both
the foregrounds and CMB spectrum (shown in the lower panels
of each sub-plot in Fig. 7) are similarly insensitive to the addi-
tion of the high-resolution CMB data. The foreground model is
su�ciently complex that it has a high “absorptive capacity” to
any smoothly-varying frequency-dependent di↵erences between
spectra (including beam errors).

20

linear perturbation theory
general relativity and statistical 
mechanics at 104 K ~ 1 eV/k

Evidence for cold dark matter
Cosmic Microwave Background     
                   fluctuations



Evidence for cold dark matter

37.6±0.2 pJ/m3  
ordinary matter

1 to 4 pJ/m3 neutrinos

201±2 pJ/m3  
cold dark matter

535±7 pJ/m3 
dark energy

0.04175±0.00004 pJ/m3 photons

Planck (2015)  
TT,TE,EE+lowP+lensing+ext

matter p≪ρ
radiation p=ρ/3  
vacuum p=-ρ

1 pJ = 10-12 J

ρcrit=1688.29 h2 pJ/m3
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content of the Universe
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BIG BANG NUCLEOSYNTHESIS

The baryon-to-photon ratio has been the same since ~1 minute after 
the Big Bang. Baryons are ≲15.7% of the mass in matter.

Ade et al [Planck] 2015
Baryon density in 1.688 pJ/m3 (rescaled to current volume)

84% of matter 
is nonbaryonic

Theory

pr
im

or
di

al
 4 H

e 
an

d 
D

 fr
ac

tio
ns

 
Y=

4n
H

e/n
b

10
5 n

D
/n
H

Abundance data 
(~1 min)

CMB data 
(~2×1011 min)

Evidence for nonbaryonic cold dark matter



Evidence for nonbaryonic cold dark matter

M
at

te
r-R

ad
ia

tio
n 

Eq
ua

lit
y

Baryons

Re
co

m
bi

na
tio

n

Galaxies

WMAP 7-year Cosmological Interpretation 13

Fig. 7.— The WMAP 7-year temperature power spectrum (Larson et al. 2010), along with the temperature power spectra from the
ACBAR (Reichardt et al. 2009) and QUaD (Brown et al. 2009) experiments. We show the ACBAR and QUaD data only at l ≥ 690, where
the errors in the WMAP power spectrum are dominated by noise. We do not use the power spectrum at l > 2000 because of a potential
contribution from the SZ effect and point sources. The solid line shows the best-fitting 6-parameter flat ΛCDM model to the WMAP data
alone (see the 3rd column of Table 1 for the maximum likelihood parameters).

systematic error is minimized by calibrating su-
pernova luminosities directly using the geometric
maser distance measurements. This is a significant
improvement over the prior that we adopted for
the 5-year analysis, H0 = 72 ± 8 km s−1 Mpc−1,
which is from the Hubble Key Project final results
(Freedman et al. 2001).

• Gaussian priors on the distance ratios, rs/DV (z =
0.2) = 0.1905 ± 0.0061 and rs/DV (z = 0.35) =
0.1097 ± 0.0036, measured from the Two-Degree
Field Galaxy Redshift Survey (2dFGRS) and the
Sloan Digital Sky Survey Data Release 7 (SDSS
DR7) (Percival et al. 2009). The inverse covariance
matrix is given by equation (5) of Percival et al.
(2009). These priors are improvements from those
we adopted for the 5-year analysis, rs/DV (z =
0.2) = 0.1980 ± 0.0058 and rs/DV (z = 0.35) =
0.1094± 0.0033 (Percival et al. 2007).

The above measurements can be translated into a
measurement of rs/DV (z) at a single, “pivot” red-
shift: rs/DV (z = 0.275) = 0.1390 ± 0.0037 (Per-
cival et al. 2009). Kazin et al. (2010) used the
two-point correlation function of SDSS-DR7 LRGs
to measure rs/DV (z) at z = 0.278. They found
rs/DV (z = 0.278) = 0.1394 ± 0.0049, which is an
excellent agreement with the above measurement
by Percival et al. (2009) at a similar redshift. The
excellent agreement between these two independent
studies, which are based on very different methods,

indicates that the systematic error in the derived
values of rs/DV (z) may be much smaller than the
statistical error.

Here, rs is the comoving sound horizon size at the
baryon drag epoch zd,

rs(zd) =
c√
3

∫ 1/(1+zd)

0

da

a2H(a)
√

1 + (3Ωb/4Ωγ)a
. (15)

For zd, we use the fitting formula proposed by
Eisenstein & Hu (1998). The effective distance
measure, DV (z) (Eisenstein et al. 2005), is given
by

DV (z) ≡
[

(1 + z)2D2
A(z)

cz

H(z)

]1/3

, (16)

where DA(z) is the proper (not comoving) angular
diameter distance:

DA(z) =
c

H0

fk

[

H0

√

|Ωk|
∫ z
0

dz′

H(z′)

]

(1 + z)
√

|Ωk|
, (17)

where fk[x] = sin x, x, and sinhx for Ωk < 0
(k = 1; positively curved), Ωk = 0 (k = 0; flat),
and Ωk > 0 (k = −1; negatively curved), respec-
tively. The Hubble expansion rate, which has con-
tributions from baryons, cold dark matter, pho-
tons, massless and massive neutrinos, curvature,
and dark energy, is given by equation (27) in Sec-
tion 3.3.
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Fig. 7.— The WMAP 7-year temperature power spectrum (Larson et al. 2010), along with the temperature power spectra from the
ACBAR (Reichardt et al. 2009) and QUaD (Brown et al. 2009) experiments. We show the ACBAR and QUaD data only at l ≥ 690, where
the errors in the WMAP power spectrum are dominated by noise. We do not use the power spectrum at l > 2000 because of a potential
contribution from the SZ effect and point sources. The solid line shows the best-fitting 6-parameter flat ΛCDM model to the WMAP data
alone (see the 3rd column of Table 1 for the maximum likelihood parameters).

systematic error is minimized by calibrating su-
pernova luminosities directly using the geometric
maser distance measurements. This is a significant
improvement over the prior that we adopted for
the 5-year analysis, H0 = 72 ± 8 km s−1 Mpc−1,
which is from the Hubble Key Project final results
(Freedman et al. 2001).

• Gaussian priors on the distance ratios, rs/DV (z =
0.2) = 0.1905 ± 0.0061 and rs/DV (z = 0.35) =
0.1097 ± 0.0036, measured from the Two-Degree
Field Galaxy Redshift Survey (2dFGRS) and the
Sloan Digital Sky Survey Data Release 7 (SDSS
DR7) (Percival et al. 2009). The inverse covariance
matrix is given by equation (5) of Percival et al.
(2009). These priors are improvements from those
we adopted for the 5-year analysis, rs/DV (z =
0.2) = 0.1980 ± 0.0058 and rs/DV (z = 0.35) =
0.1094± 0.0033 (Percival et al. 2007).

The above measurements can be translated into a
measurement of rs/DV (z) at a single, “pivot” red-
shift: rs/DV (z = 0.275) = 0.1390 ± 0.0037 (Per-
cival et al. 2009). Kazin et al. (2010) used the
two-point correlation function of SDSS-DR7 LRGs
to measure rs/DV (z) at z = 0.278. They found
rs/DV (z = 0.278) = 0.1394 ± 0.0049, which is an
excellent agreement with the above measurement
by Percival et al. (2009) at a similar redshift. The
excellent agreement between these two independent
studies, which are based on very different methods,

indicates that the systematic error in the derived
values of rs/DV (z) may be much smaller than the
statistical error.

Here, rs is the comoving sound horizon size at the
baryon drag epoch zd,

rs(zd) =
c√
3

∫ 1/(1+zd)

0

da

a2H(a)
√

1 + (3Ωb/4Ωγ)a
. (15)

For zd, we use the fitting formula proposed by
Eisenstein & Hu (1998). The effective distance
measure, DV (z) (Eisenstein et al. 2005), is given
by

DV (z) ≡
[

(1 + z)2D2
A(z)

cz

H(z)

]1/3

, (16)

where DA(z) is the proper (not comoving) angular
diameter distance:

DA(z) =
c

H0

fk

[

H0

√

|Ωk|
∫ z
0

dz′

H(z′)

]

(1 + z)
√

|Ωk|
, (17)

where fk[x] = sin x, x, and sinhx for Ωk < 0
(k = 1; positively curved), Ωk = 0 (k = 0; flat),
and Ωk > 0 (k = −1; negatively curved), respec-
tively. The Hubble expansion rate, which has con-
tributions from baryons, cold dark matter, pho-
tons, massless and massive neutrinos, curvature,
and dark energy, is given by equation (27) in Sec-
tion 3.3.
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Evidence for nonbaryonic cold dark matter
WARMCOLD HOT

1. Calculating the dark matter distribution

Tuesday, May 13, 2014 Bode et al 2001



Evidence for nonbaryonic cold dark matter

CDM is an Excellent Model for the  
Large Scale Structure of the Universe

Hlozek et al. (2012)

Hlozek et al 2012
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CDM is an Excellent Model for the  
Large Scale Structure of the Universe
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What is nonbaryonic cold dark matter?



Is dark matter an elementary particle?

disappears too quickly

couples to the plasma

is hot dark matter

is the particle of light

No known particle can be nonbaryonic cold dark matter!

H
Higgs boson



(hot)

(cold)

(cold)

(warm)

(cold)  

(cold)

(cold)

thermal relics

non-thermal relics

• SM neutrinos

• lightest supersymmetric particle

• lightest Kaluza-Klein particle

• sterile neutrinos, gravitinos

• Bose-Einstein condensates, axions,  
ultralight scalars, axion clusters

• solitons (Q-balls, B-balls, ...)

• supermassive wimpzillas

               Mass range

10-22 eV (10-59kg) B.E.C.s
10-8 M⦿ (10+22kg) axion clusters

   Interaction strength range

Only gravitational: wimpzillas
Strongly interacting: B-balls

Particle dark matter



Hot dark matter

Cold dark matter

- relativistic at kinetic decoupling (last scattering, start of free streaming)
- big structures form first, then fragment

light neutrinos

neutralinos, axions, WIMPZILLAs, solitons

Warm dark matter

- non-relativistic at kinetic decoupling
- small structures form first, then merge

- semi-relativistic at kinetic decoupling
- smallest structures are erased

sterile neutrinos, gravitinos

Particle dark matter



Thermal relics

Non-thermal relics

neutralinos, other WIMPs, ....

axions, WIMPZILLAs, solitons, ....

- in thermal equilibrium with the plasma in the early universe
- produced in collision of plasma particles
- insensitive to initial conditions

- not in thermal equilibrium with the plasma in the early universe
- produced in decays of heavier particles or extended structures
- have a memory of initial conditions

Particle dark matter



QCD axions



Hot

Cold

Produced thermally in early universe
Important for ma>0.1eV (fa<108), mostly excluded by astrophysics

Produced by coherent field oscillations around mimimum of V(θ)
(Vacuum realignment)

Produced by decay of topological defects

(Axionic string decays) Still a very complicated and 

uncertain calculation!

e.g. Hiramatsu et al 2012

QCD axions as dark matter
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Weakly Interacting Massive Particles



• One naturally obtains the 
right cosmic density of  
WIMPs 
 
   Thermal production in  
    hot primordial plasma.

• One can experimentally test the WIMP hypothesis

The same physical processes that produce  
the right density of  WIMPs make their detection possible

37.2±0.5 pJ/m3 ordinary matter

1 to 5 pJ/m3 neutrinos
202±5  
pJ/m3  
cold dark 
matter

524±94 pJ/m3  
dark energy

0.04175±0.00004 pJ/m3 photons

(Weakly Interacting Massive Particle)
The magnificent WIMP



Cosmic density of thermal WIMPs

• At early times, WIMPs are produced in e+e-, μ+μ-, etc collisions in the 
hot primordial soup [thermal production].  
 
 
 
 
 

• WIMP production ceases when the production rate becomes smaller 
than the Hubble expansion rate [freeze-out]. 

• After freeze-out, there is a constant number of  WIMPs in a volume 
expanding with the universe.  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Production

Annihilation
Direct detection

Large scale structure

Cosmic density
Indirect detection

Cosmic density

Børge Kile Gjelsten, University of Oslo 44 IDM, Aug 2008

Colliders

The power of 
the WIMP



Massive neutrinos as dark matter
Heavy active neutrino

Excluded as cold dark matter (1991)

~ few GeV  
preferred cosmological mass Lee 
& Weinberg 1977

Direct
Searches

LEP bound Z ! ⌫⌫̄



Standard model + right-handed neutrinos

Active and sterile neutrinos oscillate into each other.

Sterile neutrinos can be warm 
dark matter (mass > 0.3 keV)

Dodelson, Widrow 1994; Shi, Fuller 
1999; Laine, Shaposhnikov 2008 
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Figure 4: The central region of Fig. 3, M1 = 0.3 . . .100.0 keV, compared with regions excluded
by various X-ray constraints [22, 25, 30, 31], coming from XMM-Newton observations of the Large
Magellanic Cloud (LMC), the Milky Way (MW), and the Andromeda galaxy (M31). SPI marks the
constraints from 5 years of observations of the Milky Way galactic center by the SPI spectrometer on
board the Integral observatory.

dark matter simulations, which have not been carried out with actual non-equilibrium spec-

tra so far. Nevertheless, adopting a simple recipe for estimating the non-equilibrium effects

(cf. Eq. (5.1)), the results of refs. [34, 35] can be re-interpreted as the constraints M1 >∼ 11.6

keV and M1 >∼ 8 keV, respectively (95% CL), at vanishing asymmetry [12]. Very recently

limits stronger by a factor 2–3 have been reported [36]. We return to how the constraints

change in the case of a non-zero lepton asymmetry in Sec. 5. We note, however, that the

most conservative bound, the so-called Tremaine-Gunn bound [52, 53], is much weaker and

reads M1 >∼ 0.3 keV [54], which we have chosen as the lower end of the horizontal axes in

Figs. 4, 6.

In Fig. 5 we show examples of the spectra, for a relatively small mass M1 = 3 keV (like

in Fig. 1), at which point the significant changes caused by the asymmetry can be clearly

identified. The general pattern to be observed in Fig. 5 is that for a small asymmetry, the

distribution function is boosted only at very small momenta. Quantities like the average

momentum ⟨q⟩s then decrease, as can be seen in Fig. 6. For large asymmetry, the resonance

affects all q; the total abundance is strongly enhanced with respect to the case without a

resonance, but the shape of the distribution function is less distorted than at small asymmetry,

so that the average momentum ⟨q⟩s returns back towards the value in the non-resonant case.

Therefore, for any given mass, we can observe a minimal value of ⟨q⟩s in Fig. 6, ⟨q⟩s >∼ 0.3⟨q⟩a.
This minimal value is remarkably independent of M1, but the value of asymmetry at which

15

DM density
Lyman-α 
(SDDS)

νMSM
Laine, Shaposhnikov 2008

Sterile neutrino dark matter



Sterile neutrino dark matter
An unidentified 3.5-keV X-ray line has 
been reported in galaxy clusters and 
the Andromeda galaxy.
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Figure 4: The central region of Fig. 3, M1 = 0.3 . . .100.0 keV, compared with regions excluded
by various X-ray constraints [22, 25, 30, 31], coming from XMM-Newton observations of the Large
Magellanic Cloud (LMC), the Milky Way (MW), and the Andromeda galaxy (M31). SPI marks the
constraints from 5 years of observations of the Milky Way galactic center by the SPI spectrometer on
board the Integral observatory.

dark matter simulations, which have not been carried out with actual non-equilibrium spec-

tra so far. Nevertheless, adopting a simple recipe for estimating the non-equilibrium effects

(cf. Eq. (5.1)), the results of refs. [34, 35] can be re-interpreted as the constraints M1 >∼ 11.6

keV and M1 >∼ 8 keV, respectively (95% CL), at vanishing asymmetry [12]. Very recently

limits stronger by a factor 2–3 have been reported [36]. We return to how the constraints

change in the case of a non-zero lepton asymmetry in Sec. 5. We note, however, that the

most conservative bound, the so-called Tremaine-Gunn bound [52, 53], is much weaker and

reads M1 >∼ 0.3 keV [54], which we have chosen as the lower end of the horizontal axes in

Figs. 4, 6.

In Fig. 5 we show examples of the spectra, for a relatively small mass M1 = 3 keV (like

in Fig. 1), at which point the significant changes caused by the asymmetry can be clearly

identified. The general pattern to be observed in Fig. 5 is that for a small asymmetry, the

distribution function is boosted only at very small momenta. Quantities like the average

momentum ⟨q⟩s then decrease, as can be seen in Fig. 6. For large asymmetry, the resonance

affects all q; the total abundance is strongly enhanced with respect to the case without a

resonance, but the shape of the distribution function is less distorted than at small asymmetry,

so that the average momentum ⟨q⟩s returns back towards the value in the non-resonant case.

Therefore, for any given mass, we can observe a minimal value of ⟨q⟩s in Fig. 6, ⟨q⟩s >∼ 0.3⟨q⟩a.
This minimal value is remarkably independent of M1, but the value of asymmetry at which

15

DM density
Lyman-α 
(SDDS)

νMSM
Laine, Shaposhnikov 2008

Radiative decay of sterile neutrinos

mν = 7.1 keV sin2(2θ) = 7×10-11

Bulbul et al 2014; Boyarski et al 2014; 
Iakubovskyi et al 2015
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Sterile neutrino dark matter
The HITOMI data on the Perseus 
galaxy cluster do not show an X-ray 
line with the expected strength 
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Figure 4: The central region of Fig. 3, M1 = 0.3 . . .100.0 keV, compared with regions excluded
by various X-ray constraints [22, 25, 30, 31], coming from XMM-Newton observations of the Large
Magellanic Cloud (LMC), the Milky Way (MW), and the Andromeda galaxy (M31). SPI marks the
constraints from 5 years of observations of the Milky Way galactic center by the SPI spectrometer on
board the Integral observatory.

dark matter simulations, which have not been carried out with actual non-equilibrium spec-

tra so far. Nevertheless, adopting a simple recipe for estimating the non-equilibrium effects

(cf. Eq. (5.1)), the results of refs. [34, 35] can be re-interpreted as the constraints M1 >∼ 11.6

keV and M1 >∼ 8 keV, respectively (95% CL), at vanishing asymmetry [12]. Very recently

limits stronger by a factor 2–3 have been reported [36]. We return to how the constraints

change in the case of a non-zero lepton asymmetry in Sec. 5. We note, however, that the

most conservative bound, the so-called Tremaine-Gunn bound [52, 53], is much weaker and

reads M1 >∼ 0.3 keV [54], which we have chosen as the lower end of the horizontal axes in

Figs. 4, 6.

In Fig. 5 we show examples of the spectra, for a relatively small mass M1 = 3 keV (like

in Fig. 1), at which point the significant changes caused by the asymmetry can be clearly

identified. The general pattern to be observed in Fig. 5 is that for a small asymmetry, the

distribution function is boosted only at very small momenta. Quantities like the average

momentum ⟨q⟩s then decrease, as can be seen in Fig. 6. For large asymmetry, the resonance

affects all q; the total abundance is strongly enhanced with respect to the case without a

resonance, but the shape of the distribution function is less distorted than at small asymmetry,

so that the average momentum ⟨q⟩s returns back towards the value in the non-resonant case.

Therefore, for any given mass, we can observe a minimal value of ⟨q⟩s in Fig. 6, ⟨q⟩s >∼ 0.3⟨q⟩a.
This minimal value is remarkably independent of M1, but the value of asymmetry at which
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DM density
Lyman-α 
(SDDS)

νMSM
Laine, Shaposhnikov 2008

Radiative decay of sterile neutrinos

mν = 7.1 keV sin2(2θ) = 7×10-11

Aharonian et al (HITOMI Collab.) 2016

E� = ms/2⌫s ! �⌫a

4 HITOMI COLLABORATION

Fig. 2.— Difference of C statistic between a model with a line with the best-
fit XMMMOS flux (9×10−6 phot s−1 cm−2) and the best-fit SXS flux (shown
in Fig. 3; flux is allowed to take negative values) as a function of line energy
within the B14 most restrictive confidence interval for the line. Curves for
different line widths are shown (black: 180 km s−1, blue: 800 km s−1, red:
1300 km s−1). For the 1300 km s−1 case, we also show ∆C between models
with the XMM MOS line flux and zero line flux (red dashed line). Error bars
illustrate a systematic uncertainty of the SXT effective area described in §3.1;
its effect is most significant for the broad line and we do not show other cases
for clarity. Dotted line is at ∆C = 9, which corresponds to 3σ exclusion for
Gaussian errors.

gion covered by Hitomi. For a quantitative comparison, we
extracted the MOS spectrum for the SXS FOV in observa-
tions 2 and 3 that give most of the exposure, ignoring a
small offset for observation 4, and modeled the 3.5 keV line
following the procedure in B14. For the line, we obtained
f = (9.0 ± 2.9) × 10−6 phot s−1 cm−2 and E = 3.54+0.03−0.04
keV. This is close to the flux shown in Fig. 15 of B14, which
gives their Astro-H prediction. This flux is also very similar
to that reported by F16 for a similar r < 2′ Perseus region
with Suzaku (though see Tamura et al. 2015). We can com-
pare the consistency of such an emission line with the SXS
spectrum by adding a Gaussian line with this flux at a range
of energies. We consider an astrophysical line broadened by
turbulence or a wider line expected from the DM decay. If
the astrophysical line comes from an element whose lines are
seen in this range, thermal broadening would correspond to
100 km s−1. Added in quadrature with turbulent broadening
of 180 km s−1, this results in an intrinsic Gaussian σ = 2.4
eV at these energies (in addition to the instrumental σ = 2.1
eV, or 4.9 eV FWHM, modeled by the RMF). For a DM line,
we try 1300 km s−1 (σ = 15 eV), which is the l.o.s. veloc-
ity dispersion of the cluster galaxies (Kent & Sargent 1983).
An arbitrary intermediate case of 800 km s−1 corresponds to
a lower dispersion in the region of the cD galaxy projected
onto the cluster dispersion. The additional broadening for a
putative DM line caused by our energy alignment (§3) is neg-
ligible for such widths, and it would not apply to the narrow
line originating in the gas.
Figure 2 shows the value of ∆C (which has the same inter-

pretation and normalization as ∆χ2) for the addition of a line
at the best-fit MOS flux, compared to the best-fit SXS line
flux at that energy (allowing for negative line flux to avoid
distorting the probability distribution, as advised by Protassov

Fig. 3.— The best-fit line flux (solid curves) and the flux limits for Cmin + 9
(±3σ; shaded bands) for an additional emission line as a function of energy.
We show an interesting broad band encompassing XMM MOS and pn 3σ
intervals for stacked-cluster samples from B14 (brackets at top). Black line
with gray band (labeled 180 km s−1) corresponds to a turbulent-broadened
line, red line with pink band (1300 km s−1) corresponds to a DM line. Red
and black error bars illustrate the systematic uncertainty of the effective area
(§3.1), shown for the best-fit curve and the upper limit for the broad line.
This effect is negligible for the narrow line, so only one location is shown. A
line flux of 5 × 10−6 phot s−1 cm−2 corresponds to EW ≃ 1 eV. Blue cross
shows the MOS detection for the SXS FOVwith 1σ one-parameter uncertain-
ties. Blue dashed line shows the expected flux based on the stacked-cluster
signal (§5). Also shown for reference is the “B14 best” interval covered by
Fig. 2. The only interesting unmodeled positive deviation — though a low-
significance one — is near the energies of the high-n transitions of S xvi,
marked at top. The right vertical axis shows the approximate corresponding
sterile neutrino decay rate Γ.

Fig. 4.— Ratio of data to best-fit model in the interesting energy range for
the spectrum and model shown in Fig. 1, but binned by 8 eV. A line at 3.57
keV (rest-frame) with a flux derived by XMM in the SXS FOV (§4.2) is shown
with curves of different colors, which denote different l.o.s. velocity disper-
sions (gray: 180 km s−1, blue: 800 km s−1, red: 1300 km s−1, see §4.2).
Position of the potentially interesting S xvi feature (§4.3.1) is marked.

et al. 2002). For the broad line, we also show ∆C for a ref-
erence model with zero line flux rather than the best-fit SXS
flux. B14’s most restrictive 90% MOS energy interval for the
stacked sample is shown, since we are assuming that this is a
DM line and it has the same energy in all objects. For narrow
and broad lines, the best-fit XMM MOS flux value is incon-
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Neutralino dark matter
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Figure 1. Left panel: Combinations of neutralino mass parameters M1, M2, µ that produce the correct relic
abundance, accounting for Sommerfeld-enhancement, along with the LSP mass. The relic surface without
Sommerfeld enhancement is underlain in gray. Regions excluded by LEP are occluded with a white box.
Right panel: The wino fraction of the lightest neutralino.

sfermions are also motivated by models of split supersymmetry, where most scalar supersymmetric
partners are decoupled [58–71].

Neutralinos in the MSSM are mixtures of the spin-1
2

superpartners of the weak gauge bosons,
hypercharge gauge bosons, and Higgs bosons. After electroweak symmetry is broken, the neutral
and charged states mix to form neutralinos and charginos, respectively. We identify the neutralinos
as �̃0

i = Nij(B̃, W̃ 0, H̃0

u, H̃0

d) and the charginos as �̃±
i = Vij(W̃±, H̃±). Here B̃, W̃ , H̃0

d , H̃0

u, are the
bino, wino, and higgsino fields; Nij and Vij are the neutralino and chargino mixing matrices in the
bino-wino basis, such that i and j index mass and gauge respectively [72]. The bino, wino, and
higgsino mass parameters are M

1

, M
2

, and µ, and tan � defines the ratio of up- and down-type
Higgs boson vacuum expectation values in the MSSM.

Assuming that all scalar superpartners are heavy, when the universe cools to T
rad

< TeV during
radiation dominated expansion, MSSM neutralinos freeze out to a relic abundance determined by
their rate of annihilation to Standard Model particles. For neutralinos with masses below 1 TeV, it
is often su�cient to use tree-level annihilation cross-sections and ignore the initial state exchange
of photons and weak bosons between annihilating neutralinos. On the other hand, the exchange of
gauge bosons between two initial-state particles can substantially alter the annihilation probability
of neutralinos with masses above 1 TeV. At threshold this higher-order correction can diverge
like 1/v, where v is the relative velocity of the two incoming states. For a Yukawa-like potential,
mediated for example by a Z-boson, this e↵ect is cut o↵ at v ⇡ mZ/m�̃, leading to large e↵ects for
a large ratio of LSP vs weak boson masses. This non-relativistic modification of the potential of
two incoming states is called the Sommerfeld e↵ect. For freeze-out temperatures below the mass of
electroweak bosons (T

freeze-out

⌘ m�̃/20 . 0.1 TeV), and thus for lighter LSPs, the contribution of
W± exchange to the e↵ective potential of neutralino pairs is suppressed by factors of e�mW /Trad [56].

To understand when the Sommerfeld enhancement will a↵ect the freeze-out of mixed neutralinos,
it is useful to first consider the thermal relic abundance of pure neutralino states. With decoupled
scalars, two neutralinos or charginos can either annihilate through an s-channel Z or Higgs boson,
or through a t-channel neutralino or chargino. For the lightest neutralinos the relevant couplings

Bramante, Desai, Fox, Martin, Ostdiek, Plehn 2015

Neutralino dark matter with decoupled (heavy) sfermions

Excluded by LEP, 
HESS, LUX

All can be tested 
by LZ, CTA, and a 
100-TeV pp 
collider



Scalar phantom dark matter

Gauge singlet scalar field S stabilized by a Z2 symmetry (S→−S)

Silveira, Zee 1985
Andreas, Hambye, Tytgat 2008

Djouadi, Falkowksi, Mambrini, Quevillon 2012
Cline, Scott, Kainulainen, Weniger 2013

Hamada, Kawana 2015

do not confuse with minimal dark matter

“Scalar phantom” is the original 1985 name

Minimalist dark matter“Gauge singlet scalar dark matter”
“Singlet scalar dark matter”
“Scalar singlet dark matter”
“Scalar Higgs-portal dark matter”
“The minimal model of dark matter”

L =
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2
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Scalar phantom dark matter

Fermi
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Higgs
decays
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Figure 1. Along the cyan line the real scalar singlet gives the correct dark matter relic abundance.
The region below this line corresponds to overabundance and is excluded, while most of the region
above is excluded by experimental constraints. The strongest limits are from direct detection
(LUX [37]): they exclude the region above the black line. Going to masses below a few GeV
the most important constraint comes from invisible Higgs decays searches [40], which exclude the
region above the purple line. We show several lines for the constraints from gamma-ray line searches
(Fermi [38]): the plain lines correspond to the annihilation SS ! ��, the dashed lines to SS ! �Z.
The colors correspond to di↵erent dark matter density profiles: red is for Einasto, blue for NFW,
green for Isothermal. Fermi excludes the area above these lines. The only small region which is not
yet excluded is the white area on the lower left part of the plot, close to the resonance mS = mh/2.
We zoom into the resonant region in Fig. 2.

where µ2 < 0, � is the quartic coupling for the Higgs, and (�µ2/�)1/2 = v. This potential

is bounded from below, at tree level, provided that �, b4 � 0, and �b4 � a22 for negative a2.

The singlet mass is, at tree level,

m2
S = b2 + a2v

2 . (2.3)

The phenomenology of this model is completely determined by the parameters a2 and b2
(or mS), since the self-interaction quartic coupling b4 does not play any phenomenologically

observable role (see e.g. [26, 39]).

In this paper we study experimental bounds on the two-dimensional parameter space

{a2,mS} and we update the results of our previous work [26]. Since then, the Higgs has

been discovered [35, 36], thus its mass is no longer a free parameter. In addition, we also

now have constraints on the invisible Higgs decay h ! SS [40–42], and both direct [37]

and indirect [38] detection limits have improved significantly.

– 3 –

Not excluded by LUX at mS ≈60 GeV and mS >1 TeV

�
H

S

Feng, Profumo, Ubaldi 2015

No density rescaling

If density is rescaled according to ΩS, LUX and FERMI 
exclusion regions are very different

Cline, Scott, Kainulainen, Weniger 2013



Evidence for nonbaryonic cold dark matter?
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Searches for particle dark matter



Dark matter particles are 
produced and escape 
detection (missing energy)

LEP  ALEPH, DELPHI, OPAL, … 
Tevatron  CDF, D0, … 
LHC  ATLAS, CMS, …

Dark matter particles (or their “cousins”) 
are produced in high-energy collisions

Particle production at the 
Large Hadron Collider

Charged/colored “cousins” 
of the dark matter particle 
are produced

Searches for particle dark matter: colliders



Dark matter particles that arrive on Earth scatter 
off nuclei or electrons in a detector

Dark
matter
particle

crystal  
(or gas
 or liquid
 or ….)

Low-background underground detector

CRESST (1999)

Goodman, 
Witten 
1985

DAMA, SuperCDMS, XENON, LUX, XMASS, PICO, CoGeNT, DEAP, DRIFT, 
ANAIS, CRESST, LZ, DARWIN, DM-ICE, NEWAGE, …

Searches for particle dark matter: direct



Dark matter particles that arrive on Earth 
transform into photons in a detector

Magnetic field
Resonating cavity ADMX

Dark
matter
particle

Sikivie 
1983

ADMX

Searches for particle dark matter: direct



Dark matter particles transform into ordinary 
particles, which are then detected or inferred

Gamma-rays, positrons, 
antiprotons from our 
galaxy and beyond

Gunn, Lee, Lerche, Schramm, 
Steigman 1978; Stecker 1978 cosmic-rays 

PAMELA 
AMS 
… 

gamma-rays 
MAGIC 
HESS 
VERITAS 
Fermi-LAT 
HAWK 
CTA 
…

Dark matter particles wander 
in dark halos

and annihilate into cosmic-
rays and gamma-rays

Searches for particle dark matter: indirect



Neutrinos from the Sun

Dark matter particles  
sink into the Sun/Earth where they 

transform into neutrinos

IceCube 
ANTARES 
…

Neutrinos from the Earth

Freese 1986; Krauss, Srednicki, Wilczek 1986

Press, Spergel 1985; Silk, Olive, Srednicki 1985

IceCube

Searches for particle dark matter: indirect

Dark matter particles transform into ordinary 
particles, which are then detected or inferred
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FIG. 5: Positron fraction measured by the Fermi LAT and by
other experiments [10, 14, 35]. The Fermi statistical uncer-
tainty is shown with error bars and the total (statistical plus
systematic uncertainty) is shown as a shaded band.

the electron spectrum is (2.07±.13 × 10−2 GeV−1 m−2

s−1 sr−1)( E

20GeV )−3.19±0.07. The uncertainties are deter-
mined by including the total (statistical plus systematic)
uncertainty of each energy bin. The fitted indices are con-
sistent with the index we reported previously for the total
electron plus positron spectrum (3.08±0.05) [19, 20].

Conclusion. We measured the CR positron and elec-
tron spectra separately between 20 and 200 GeV, using
a novel separation technique which exploits the charge-
dependent displacement of the Earth’s shadow due to the
geomagnetic field. While the positron fraction has been
measured previously up to 100 GeV [15] and the absolute
flux has been measured previously up to 50 GeV [9, 36],
this is the first time that the absolute CR positron spec-
trum has been measured above 50 GeV and that the
fraction has been determined above 100 GeV. We find
that the positron fraction increases with energy between
20 and 200 GeV, consistent with results reported by
PAMELA [14]. Future measurements with greater sen-
sitivity and energy reach, such as those by AMS-02, are
necessary to distinguish between the many possible ex-
planations of this increase.
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FIG. 6: Intensity maps (in galactic coordinates) after subtracting the best-fit Galactic di↵use model, Fermi bubbles, and
isotropic templates. At energies between ⇠0.5-5 GeV (i.e. in the first three frames), the dark-matter-like emission is clearly
visible around the Galactic Center.

analysis of Ref. [8], the cut on CTBCORE significantly
hardens the spectrum at energies below 1 GeV, render-
ing it more consistent with that extracted at higher lati-
tudes (see Appendix A). Shown for comparison (as a solid
line) is the spectrum predicted from a 35.25 GeV dark
matter particle annihilating to bb̄ with a cross section of
�v = 1.7 ⇥ 10�26 cm3/s ⇥ [(0.3GeV/cm3)/⇢

local

]2. The
spectrum of this component is in good agreement with
that predicted by this dark matter model, yielding a fit
of �2 = 26.4 over the 25 error bars between 0.3 and 100
GeV. We also note that the spectral shape of the dark
matter template is quite robust to variations in �, except
at energies below ⇠ 600 MeV, where the spectral shape

can vary non-negligibly with the choice of inner slope (see
Appendix C).

In Fig. 6, we plot the maps of the gamma-ray sky in
four energy ranges after subtracting the best-fit di↵use
model, Fermi Bubbles, and isotropic templates. In the
0.5-1 GeV, 1-2 GeV, and 2-5 GeV maps, the dark-matter-
like emission is clearly visible in the region surrounding
the Galactic Center. Much less central emission is vis-
ible at 5-20 GeV, where the dark matter component is
significantly less bright.
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Figure 2: Model-independent residual rate of the single-hit scintillation events, mea-
sured by the new DAMA/LIBRA experiment in the (2 – 4), (2 – 5) and (2 – 6) keV
energy intervals as a function of the time. The residuals measured by DAMA/NaI and
already published in ref. [4, 5] are also shown. The zero of the time scale is January
1st of the first year of data taking of the former DAMA/NaI experiment. The exper-
imental points present the errors as vertical bars and the associated time bin width
as horizontal bars. The superimposed curves represent the cosinusoidal functions be-
haviours A cosω(t − t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5 day
(June 2nd) and with modulation amplitudes, A, equal to the central values obtained by
best fit over the whole data, that is: (0.0215± 0.0026) cpd/kg/keV, (0.0176± 0.0020)
cpd/kg/keV and (0.0129±0.0016) cpd/kg/keV for the (2 – 4) keV, for the (2 – 5) keV
and for the (2 – 6) keV energy intervals, respectively. See text. The dashed vertical
lines correspond to the maximum of the signal (June 2nd), while the dotted vertical
lines correspond to the minimum. The total exposure is 0.82 ton×yr.
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Annual modulation in direct detection

9.3σ detection

3.5 keV X-ray line

Bulbul et al 2014

Black-hole mergers

Bird et al, Kashlinsky 2016

Signals from dark matter?



101 102 103 104

DM Mass (GeV/c2)

10�27

10�26

10�25

10�24

10�23

10�22

h�
vi

(c
m

3
s�

1
)

bb̄

Pass 8 Combined dSphs

Fermi-LAT MW Halo

H.E.S.S. GC Halo

MAGIC Segue 1

Abazajian et al. 2014 (1�)

Gordon & Macias 2013 (2�)

Daylan et al. 2014 (2�)

Calore et al. 2014 (2�)

Thermal Relic Cross Section
(Steigman et al. 2012)

Ackermann et al [FermiLAT] 1503.02641

Self-annihilation into bb̄

Excluded

s-wave

(similar for τ+τ−, W+W−,…)

Geringer-Sameth et al 2015

Galactic Center

Reticulum II

dSph

GC

Upper limits on the WIMP annihilation cross section  
 from dwarf spheroidal galaxies and Galactic Center

(Albert+ 2016)

Gamma-rays from dark matter



101 102 103 104

DM Mass (GeV/c2)

10�27

10�26

10�25

10�24

10�23

10�22

h�
vi

(c
m

3
s�

1
)

bb̄

Pass 8 Combined dSphs

Fermi-LAT MW Halo

H.E.S.S. GC Halo

MAGIC Segue 1

Abazajian et al. 2014 (1�)

Gordon & Macias 2013 (2�)

Daylan et al. 2014 (2�)

Calore et al. 2014 (2�)

Thermal Relic Cross Section
(Steigman et al. 2012)

Ackermann et al [FermiLAT] 1503.02641

Self-annihilation into bb̄

Excluded

s-wave

(similar for τ+τ−, W+W−,…)

Geringer-Sameth et al 2015

Galactic Center

Reticulum II

dSph

GC

Upper limits on the WIMP annihilation cross section  
 from dwarf spheroidal galaxies and Galactic Center

(Albert+ 2016)

Complete theories can 
escape these bounds

Gamma-rays from dark matter



Recent trends: “make no assumptions”



• DAMA observes such kind of modulation
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Figure 2: Model-independent residual rate of the single-hit scintillation events, mea-
sured by the new DAMA/LIBRA experiment in the (2 – 4), (2 – 5) and (2 – 6) keV
energy intervals as a function of the time. The residuals measured by DAMA/NaI and
already published in ref. [4, 5] are also shown. The zero of the time scale is January
1st of the first year of data taking of the former DAMA/NaI experiment. The exper-
imental points present the errors as vertical bars and the associated time bin width
as horizontal bars. The superimposed curves represent the cosinusoidal functions be-
haviours A cosω(t − t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5 day
(June 2nd) and with modulation amplitudes, A, equal to the central values obtained by
best fit over the whole data, that is: (0.0215± 0.0026) cpd/kg/keV, (0.0176± 0.0020)
cpd/kg/keV and (0.0129±0.0016) cpd/kg/keV for the (2 – 4) keV, for the (2 – 5) keV
and for the (2 – 6) keV energy intervals, respectively. See text. The dashed vertical
lines correspond to the maximum of the signal (June 2nd), while the dotted vertical
lines correspond to the minimum. The total exposure is 0.82 ton×yr.
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• The revolution of the Earth around the Sun 
modulates the WIMP event rate

Drukier, Freese, Spergel 1986

9.3σ detection

Annual modulation in direct detection
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Dark Matter particle “switched off” 

This result offers an additional strong support for the presence of DM particles in the 
galactic halo further excluding any side effect either from hardware or from software 
procedures or from background 

2-6 keV 

Comparison between single hit residual rate (red points) and multiple 
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•  No modulation above 6 keV  
•  No modulation in the whole energy spectrum 
•  No modulation in the 2-6 keV multiple-hit 

events 

R(t) = S0 + Sm cos ω t − t0( )"# $%
hereT=2π/ω=1 yr and t0= 152.5 day 

No systematics or side processes able to 
quantitatively account for the measured modulation 
amplitude and to simultaneously satisfy the many 
peculiarities of the signature are available. 
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The DAMA signal seems incompatible with other experiments
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Direct evidence for dark matter particles?

Aprile et al (XENON100) 2015

Interactions 
with electrons

The DAMA signal seems incompatible with other experiments

DAMA signal
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axial A⨂A interaction



Traditionally, v2 dσ/dER = const × (nuclear form factor)

The recoil spectrum (scattering rate per unit target mass)

– put additional velocity or energy dependence in v2 dσ/dER

– set different couplings to neutrons and protons (“isospin-violating”)

In trying to explain the data, modify the cross section

dR

dER
=

1

mT

Z

v>vmin(ER)
n� v

d�

dER
f(v) d3v

Recoil spectrum



Chart of the NuclidesZ

N

Z/N
=1 Z/N

=0.7

Ge

Na

Cs

Xe
I

Ca
Si

O

W

Nfn + Zfp ⇡ 0 fn/fp ⇡ �Z/Ncoupling for 

Why fn/fp =-0.7 
suppresses the 
coupling to Xe

Kurylov, Kamionkowski 2003; Giuliani 2005; Cotta et al 2009; Chang et al 2010; Kang et al 
2010; Feng et al 2011; Del Nobile et al 2011; .....

Spin-independent couplings to protons stronger than to neutrons 
may allow modulation signals compatible with other null searches

Isospin-violating (nonisoscalar) dark matter



nucleus DM
light mediator heavy mediator

“charge” “charge”

“charge” dipole

dipole dipole

See e.g.  Barger, Keung, Marfatia 2010; Fornengo, Panci, Regis 2011; An et al 2011

All terms may be multiplied by nuclear or DM form factors F(ER)

Energy and/or velocity dependent scattering cross sections
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ER/M
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Velocity and energy-dependent scattering



All particle physics models

All astrophysical models

- Consider all possible interactions between dark matter  
  and standard model particles
- This program has been carried out in some limits 
  (e.g., non-relativistic conditions, heavy mediators)

- Halo-independent methods of analysis have been developed
- Ideally they require no assumption on the astrophysical  
  density and velocity distributions of dark matter particles

“Make no assumptions”



Contact operators

 if mediator mass ≫ exchanged energy

Four-particle contact operator

Interference is important although often, but not always, neglected.

There are many possible operators.

Long(ish) distance interactions are not included.

χ

O

q,g q,g

χ



Nonrelativistic WIMP-nucleon contact operators classified

Fitzpatrick et al 2012, Dent et al 2015

Nonrelativistic contact operators

O1 = 1�1N O7 = ~

SN · ~v?�N
O3 = �i

~

SN ·
⇣

~q
mN

⇥ ~v

?
�N

⌘
O8 = ~

S� · ~v?�N
O4 = ~
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Table 1. List of the 10 non-relativistic operators defining the e↵ective theory of the dark matter-
nucleon interaction studied in this paper. The operators Oi are the same as in Ref. [32].

interactions. Equivalently, cpi = (c0i + c

1
i )/2 and c

n
i = (c0i � c

1
i )/2 are the coupling constants

for protons and neutrons, respectively. In this paper we restrict our analysis to isoscalar
interactions (often but improperly called “isospin-conserving” interactions), i.e., we set c1i = 0
(see Ref. [38] for an analysis of isovector couplings). The interaction Hamiltonian used
to calculate the cross section for dark matter scattering on nucleons bound in a detector
nucleus is obtained from Eq. (2.1) by replacing the point-like charge and spin operators
with the corresponding extended nuclear charge and spin-current densities, as for instance
in Eq. 27 of Ref. [32]. In this case the relative �-nucleon transverse velocity operator ~v?�N is

conveniently rewritten as ~v?�N = ~v

?
�T � ~v

?
NT [30], where the first term ~v

?
�T is the �-nucleus

transverse velocity operator (with matrix element equal to ~v�T � ~q/2µT , where ~v�T is the
initial �-nucleus relative velocity and µT is the �-nucleus reduced mass), and the second term
~v

?
NT is the transverse relative velocity of the nucleon N with respect to the nucleus center of
mass [30]. To simplify the notation and connect it to the usual notation in analyses of dark
matter experiments, we write ~v without index for the relative �-nucleus velocity ~v�T .

The di↵erential cross section for dark matter scattering on a target nucleus of mass mT

is given by
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where |MNR|2 denotes the square modulus of the non-relativistic scattering amplitude MNR

(related to the usual invariant amplitude M by M = 4m2
TMNR), and j� and jN are the

dark matter and nucleus spins, respectively. When averaged over initial spins and summed
over final spins, |MNR|2 gives a quantity Ptot proportional to the total transition probability,
which can be expressed as a combination of nuclear and dark matter response functions. In
the most general case it takes the following form
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and more in Dent et al 2015

At leading order in q and 𝑣, only O1 and O4 appear, which are 
the spin-independent and spin-dependent terms, respectively.



Operators appearing in “simplified”  WIMP models Dent et al 2015

sχ=0 
X0

sχ=0 
X+

sχ=1/2 
X0

sχ=1/2 
X+

sχ=1 
X0

sχ=1 
X+

S 1 1 1,11 1,11 1 1

V — — 1,8,9 1,8,9 4,5,6,8,9,11,17 —

T — — — 4,10,11,12 — 4,11,12,18

A 10 — 4,7,9 4,7,9 4,6,9,10,14,18 —

P 10 10 6,10 6,10 10 10

Entries denote operator index.  
X0 (X+) is neutral (charged) mediator.

Nonrelativistic contact operators



of particles of spin one or less (i.e. at most quadratic in either ~S or ~v). In any Lorentz-invariant

local quantum field theory, CP-violation is equivalent to T-violation, so let us first consider

operators that respect time reversal symmetry. These operators are

1, ~S
�

· ~S
N

, v2, i(~S
�

⇥ ~q) · ~v, i~v · (~S
N

⇥ ~q), (~S
�

· ~q)(~S
N

· ~q) (4)

~v? · ~S
�

, ~v? · ~S
N

, i~S
�

· (~S
N

⇥ ~q).

The operators in the first line of eq. (4) are parity conserving, while those of the second line

are parity violating. In addition, there are T-violating operators:
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).

In order to determine the interaction of DM particles with the nucleus, the above oper-

ators need to be inserted between nuclear states. Experimentally, the relevant question is

thus what sort of nuclear responses these operators illicit when DM couples to the nucleus.

We find that there are six basic responses corresponding to single-nucleon operators labeled
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J ;p,n

, ⌃0
J ;p,n
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in our discussion of section 3. Five of these re-
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, ⌃00
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) arise in CP conserving interactions (due to the

exchange of spin one or less), and we therefore primarily focus on this smaller set. Although a

certain CP-violating interaction can be viable (see section 6), finding a UV-model which will

result in the response �̃0
J ;pn

seems more challenging. In this paper we provide form factors in

detail for some commonly used elements, however, it is useful to have a heuristic description

for the responses. M is the standard spin-independent response. ⌃0, ⌃00 are the transverse

and longitudinal (with respect to the momentum transfer) components of the nucleon spin

(either p or n). They favor elements with unpaired nucleons. A certain linear combination

of them is the usual spin-dependent coupling. � at zero-momentum transfer measures the

net angular-momentum of a nucleon (either p or n). This response can be an important

contribution to the coupling of DM to elements with unpaired nucleons, occupying an orbital

shell with non-zero angular momentum. Finally, �00, at zero-momentum transfer is related to

(~L · ~S)
n,p

. It favors elements with large, not fully occupied, spin-partner angular-momentum

orbitals (i.e. when orbitals j = ` ± 1

2

are not fully occupied). As all these responses view

nuclei di↵erently, a completely model independent treatment of the experiments requires data

to be considered for each response separately (up to interference e↵ects).

Our paper is organized as follows. In section 2, we describe in detail the e↵ective field

theory, emphasizing the non-relativistic building blocks of operators and their symmetry

properties, and demonstrate that the operators in (4,5) describe the most general low-energy

theory given our assumptions. In section 3, we discuss the relevant nuclear physics, and in

particular we thoroughly analyze the possible nuclear response function in a partial wave

basis, which is the standard formalism for such physics. In section 4, we give an overview of

the various new nuclear responses, with an emphasis on their relative strength at di↵erent

elements. In section 5, we summarize these results in a format that can be easily read o↵ and
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plus two more in Dent et al 2015

Short-distance WIMP-nucleon operators classified Fitzpatrick et al 2012

Experimental limits on single operators…
Schneck et al (SuperCDMS) 2015
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Figure 5. 2D profile likelihood in the 45 planes spanned by all the independent pairs of e↵ective
couplings considered in this work. For illustrative purposes we have introduced in this figure the new
variables xi ⌘ c

0
im

2
v, with i = 1, 3, . . . , 11. These 2D profile likelihoods have been extracted from an

analysis in which all the datasets with null results were fit simultaneously varying all the e↵ective
couplings and the dark matter mass (together with the nuisance parameters). This figure clearly
shows the absence of strong correlations between the di↵erent e↵ective couplings, except between
c

0
1–c

0
3 and c

0
4–c

0
6 (see text and Figs. 4 and 6).

We exploit the Multinest program to explore the multidimensional parameter space of
the dark matter-nucleon e↵ective theory by simultaneously varying the 11 model parameters
and the 4 additional nuisance parameters listed in Tab. 2. Our analysis is based on about 3
million likelihood evaluations.

Fig. 5 shows the 2D profile likelihoods in the planes c

0
i vs c

0
j (with i, j = 1, 3, . . . , 11

and i 6= j), obtained by profiling out all parameters but c0i and c

0
j . There are 45 independent

– 22 –

Correlations 
    between 
        operators…

Catena, Gondolo
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Contact operators: direct detection
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FIG. 3. Small gray dots are all veto-anticoincident single-
scatter events within the ionization-partition fiducial volume
that pass the data-quality selection criteria. Large encircled
shapes are the 11 candidate events. Overlapping shaded re-
gions (from light to dark) are the 95% confidence contours ex-
pected for 5, 7, 10 and 15 GeV/c2 WIMPs, after application
of all selection criteria. The three highest-energy events occur
on detector T5Z3, which has a shorted ionization guard. The
band of events above the expected signal contours corresponds
to bulk electron recoils, including the 1.3 keV activation line
at a total phonon energy of ⇠3 keV. High-radius events near
the detector sidewalls form the wide band of events with near-
zero ionization energy. For illustrative purposes, an approxi-
mate nuclear-recoil energy scale is provided.

a WIMP-nucleon scattering interpretation of the excess
reported by CoGeNT, which also uses a germanium tar-
get. Similar tension exists with WIMP interpretations
of several other experiments, including CDMS II (Si),
assuming spin-independent interactions and a standard
halo model. New regions of WIMP-nucleon scattering
for WIMP masses below 6 GeV/c2 are excluded.

The SuperCDMS collaboration gratefully acknowl-
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tance from the sta↵ of the Soudan Underground Lab-
oratory and the Minnesota Department of Natural Re-
sources. The iZIP detectors were fabricated in the Stan-
ford Nanofabrication Facility, which is a member of the
National Nanofabrication Infrastructure Network. This
work is supported in part by the National Science Foun-
dation, by the United States Department of Energy, by
NSERC Canada, and by MultiDark (Spanish MINECO).
Fermilab is operated by the Fermi Research Alliance,
LLC under Contract No. De-AC02-07CH11359. SLAC is
operated under Contract No. DE-AC02-76SF00515 with
the United States Department of Energy.

FIG. 4. The 90% confidence upper limit (solid black) based on
all observed events is shown with 95% C.L. systematic uncer-
tainty band (gray). The pre-unblinding expected sensitivity
in the absence of a signal is shown as 68% (dark green) and
95% (light green) C.L. bands. The disagreement between the
limit and sensitivity at high WIMP mass is due to the events
in T5Z3. Closed contours shown are CDMS II Si [3] (dotted
blue, 90% C.L.), CoGeNT [4] (yellow, 90% C.L.), CRESST-II
[5] (dashed pink, 95% C.L.), and DAMA/LIBRA [34] (dash-
dotted tan, 90% C.L.). 90% C.L. exclusion limits shown are
CDMS II Ge [22] (dotted dark red), CDMS II Ge low-threshold
[17] (dashed-dotted red), CDMSlite [20] (solid dark red), LUX
[35] (solid green), XENON10 S2-only [19, 36] (dashed dark
green), and EDELWEISS low-threshold [18] (dashed orange).
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Cosmological N-Body simulations including 
baryons are challenging but underway

We know very little about 
the dark matter velocity 
distribution near the Sun 

Vogelsberger et al 2009

Phase-space structure in the local dark matter distribution 3

for all six halos with about 200 million particles within R200. Fur-
ther details of the halos and their characteristics can be found in
Springel et al. (2008).

In the following analysis we will often compare the six level-2
resolution halos, Aq-A-2 to Aq-F-2. To facilitate this comparison,
we scale the halos in mass and radius by the constant required to
give each a maximum circular velocity of Vmax = 208.49 km/s,
the value for Aq-A-2. We will also sometimes refer to a coordi-
nate system that is aligned with the principal axes of the inner halo,
and which labels particles by an ellipsoidal radius rell defined as
the semi-major axis length of the ellipsoidal equidensity surface on
which the particle sits. We determine the orientation and shape of
these ellipsoids as follows. For each halo we begin by diagonal-
ising the moment of inertia tensor of the dark matter within the
spherical shell 6 kpc < r < 12 kpc (after scaling to a com-
mon Vmax). This gives us a first estimate of the orientation and
shape of the best fitting ellipsoid. We then reselect particles with
6 kpc < rell < 12 kpc, recalculate the moment of inertia tensor
and repeat until convergence. The resulting ellipsoids have minor-
to-major axis ratios which vary from 0.39 for Aq-B-2 to 0.59 for
Aq-D-2. The radius restriction reflects our desire to probe the dark
matter distribution near the Sun.

3 SPATIAL DISTRIBUTIONS

The density of DM particles at the Earth determines the flux of
DM particles passing through laboratory detectors. It is important,
therefore, to determine not only the mean value of the DM density
8 kpc from the Galactic Centre, but also the fluctuations around this
mean which may result from small-scale structure.

We estimate the local DM distribution at each point in our
simulations using an SPH smoothing kernel adapted to the 64
nearest neighbours. We then fit a power law to the resulting dis-
tribution of ln ρ against ln rell over the ellipsoidal radius range
6 kpc < rell < 12 kpc. This defines a smooth model density
field ρmodel(rell). We then construct a density probability distribu-
tion function (DPDF) as the histogram of ρ/ρmodel for all particles
in 6 kpc < rell < 12 kpc, where each is weighted by ρ−1 so that
the resulting distribution refers to random points within our ellip-
soidal shell rather than to random mass elements. We normalise the
resulting DPDFs to have unit integral. They then provide a prob-
ability distribution for the local dark matter density at a random
point in units of that predicted by the best fitting smooth ellipsoidal
model.

In Fig. 1 we show the DPDFs measured in this way for all
resimulations of Aq-A (top panel) and for all level-2 halos after
scaling to a common Vmax (bottom panel). Two distinct compo-
nents are evident in both plots. One is smoothly and log-normally
distributed around ρ = ρmodel, the other is a power-law tail to high
densities which contains less than 10−4 of all points. The power-
law tail is not present in the lower resolution halos (Aq-A-3, Aq-
A-4, Aq-A-5) because they are unable to resolve subhalos in these
inner regions. However, Aq-A-2 and Aq-A-1 give quite similar re-
sults, suggesting that resolution level 2 is sufficient to get a reason-
able estimate of the overall level of the tail. A comparison of the six
level 2 simulations then demonstrates that this tail has similar shape
in different halos, but a normalisation which can vary by a factor
of several. In none of our halos does the fraction of the distribu-
tion in this tail rise above 5× 10−5. Furthermore, the arguments of
Springel et al (2008) suggest that the total mass fraction in the in-
ner halo (and thus also the total volume fraction) in subhalos below

0 150 300 450 600
v [km s-1]

0
1

2

3

4

f(v
) ×

 1
0-3

       
-1
0
1

Δ
 ×

 1
0-3

-450 -225 0 225 450
v1 [km s-1]

0
1

2

3

4

f(v
1) 
× 

10
-3

     
-1
0
1

Δ
 ×

 1
0-3

-450 -225 0 225 450
v2 [km s-1]

0
1

2

3

4
f(v

2) 
× 

10
-3

     
-1
0
1

Δ
 ×

 1
0-3

-450 -225 0 225 450
v3 [km s-1]

0
1

2

3

4

f(v
3) 
× 

10
-3

     
-1
0
1

Δ
 ×

 1
0-3

0 150 300 450 600
v [km s-1]

0

1

2

3

4

5

f(v
) ×

 1
0-3

Aq-A-1

Figure 2. Top four panels: Velocity distributions in a 2 kpc box at the Solar
Circle for halo Aq-A-1. v1, v2 and v3 are the velocity components parallel
to the major, intermediate and minor axes of the velocity ellipsoid; v is the
modulus of the velocity vector. Red lines show the histograms measured
directly from the simulation, while black dashed lines show a multivari-
ate Gaussian model fit to the individual component distributions. Residuals
from this model are shown in the upper part of each panel. The major axis
velocity distribution is clearly platykurtic, whereas the other two distribu-
tions are leptokurtic. All three are very smooth, showing no evidence for
spikes due to individual streams. In contrast, the distribution of the velocity
modulus, shown in the upper left panel, shows broad bumps and dips with
amplitudes of up to ten percent of the distribution maximum. Lower panel:
Velocity modulus distributions for all 2 kpc boxes centred between 7 and
9 kpc from the centre of Aq-A-1. At each velocity a thick red line gives the
median of all the measured distributions, while a dashed black line gives
the median of all the fitted multivariate Gaussians. The dark and light blue
contours enclose 68% and 95% of all the measured distributions at each ve-
locity. The bumps seen in the distribution for a single box are clearly present
with similar amplitude in all boxes, and so also in the median curve. The
bin size is 5 km/s in all plots.
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Spin-independent isoscalar interactions

Still depends on particle 
model

Halo modifications 
alone cannot save 
the SI signal regions 
from the Xe and Ge 
bounds

Del Nobile, Gelmini, Gondolo, Huh 2014
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Anapole dark matter
The anapole moment is a C and P violating, but 
CP-conserving, electromagnetic moment Zeldovich 1957

First measured experimentally in Cesium atoms Wood et al 1997

Anapole dark matter

L =
g

2⇤2
�̄�µ�5�@⌫Fµ⌫

H = � g

⇤2
~� · ~r⇥ ~B

spin-1/2 Majorana fermion

Direct detection limits 
with standard dark halo

Del Nobile, Gelmini, Gondolo, Huh 2014

Excluded
DAMA



Del Nobile, Gelmini, Gondolo, Huh 2014

For anapole dark 
matter, the lowest 
DAMA bins may be 
compatible with null 
searches
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Anapole dark matter



Still depends on particle 
model

For light exothermic 
nonisoscalar scattering, 
the DAMA modulation 
may be compatible with 
other experiments

Scopel, Yoon 2014

m = 3 GeV/c2 
δ = -70 keV 
fn/fp = -0.79

Excluded

d�

dER
=

2m

⇡v2
[Z fp + (A� Z)fn]

2 F 2(ER)

�(m) �0(m+ �)

(A,Z) (A,Z)

Exothermic nonisoscalar scattering



Unbinned likelihood analysis

Astrophysics-independent approach

L =
e
�

R E
max

E
min

dR
dE dE

N !

NY

i=1

dR

dE

���
E=Ei

Excluded
(90% CL)

Best fit

The statistics of the halo-independent approach is 
being understood. 

Fox, Kahn, McCullough 2015
Gelmini, Georgescu, Gondolo, Huh 2015

The extent of the 90% CL 
region is still unclear

90% CL 
[GGGH]

90% CL 
[FKM]

m� = 1GeV

CDMS-Si events



Astrophysics-independent approach
New techniques and proper statistical treatment let 
the astrophysics-independent approach address 
questions beyond the comparison of experiments.

Astrophysics-independent 
estimate of the DAMA 
unmodulated signal

Gondolo, Scopel 2016  
(in preparation)

Estimated DAMA 
unmodulated signal

(profile likelihood over  
WIMP velocity distribution)

DAMA modulation spectrum



In the next future



GAIA is measuring the 3D position of about one billion stars.

Feldmann, Spolyar 2014
GAIA may detect dark matter substructures in the galactic halo.

Milky way Galaxy (GAIA, 3 July 2015)

In the next future..... Small-scale structure



In the next future..... Large-scale structure

The Dark Energy Survey (DES) and the Large Synoptic Survey 
Telescope (LSST) will map the large-scale distribution of dark 
matter and its growth with time.

DES LSST



DAMA/LIBRA$phase2$?$running8

Mean value:  
 7.5%(0.6% RMS) 
 6.7%(0.5% RMS)  

Previous PMTs:  5.5-7.5 ph.e./keV 
New PMTs:  up to 10 ph.e./keV  

Quantum$Efficiency$features8

The light responses 

En
er
gy

$re
so
lu
tio

n8

Residual$
Contamination8

JINST 7(2012)03009 

•  To study the nature of  the particles and features of  
related astrophysical, nuclear and particle physics 
aspects, and to investigate second order effects 

•  Special data taking for other rare processes 

σ/E @ 59.5 keV for each detector with new PMTs 
with higher quantum efficiency (blu points) and 
with previous PMT EMI-Electron Tube (red points). 

Be
lli,

 ID
M

20
14

DAMA/LIBRA$phase2$?$running8
Second upgrade on end of 2010:  
all PMTs replaced with new ones of higher Q.E. 

JINST 7(2012)03009 

In the next future..... DAMA’s revenge?



Experiments have been proposed that can directly check the 
DAMA modulation using the same target material

Amaré et al [ANAIS] 2015

DAMA region

ANAIS
projected
sensitivity

COSINE-100 (DM-ICE+KIMS-NaI) 
ANAIS, SABRE, …

In the next future..... Direct check on DAMA



SuperCDMS, LZ, XENON1T, XENONnT, Darwin, ........

Summary by Elena Aprile 2015

In the next future….. Giant direct detectors



In the next future….. High-energy γ-rays

Doro, 2014

CTA

The Cherenkov Telescope 
Array (CTA) promises a 
lower energy threshold 
and a higher sensitivity.

Excluded



M.Sapinski, ICRC05, Pune 2

HEP community + NASA + many contractors

16 countries, 56 institutions

AMS (Alpha Magnetic Spectrometer)

Isotopic ratios measured to better than 1% 
precision up to Fe and ~100 GeV/nucleon allow 
for better Galactic cosmic ray models

p

e- e+

He Li C

In the next future….. Precision cosmic rays



• There is overwhelming astrophysical evidence for non-
baryonic cold dark matter 

• The nature of cold dark matter is still unknown, and 
many candidates have been proposed 

• There is some controversial detection of dark matter 
signals 

• The next future will see measurements of the small- and 
large-scale structure of dark matter, as well as larger 
and more precise searches for dark matter signals

Summary


