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Outline
Basic elements

•some vocabulary 

•Probability axioms 

•some probability distributions 

Two approaches: Frequentist vs. Bayesian

Hypothesis testing

Parameter estimation

Other subjects — “nuisance”, “spurious”, “look elsewhere”
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a quick review of Lecture I
Probability vs. Statistics

PDF (and CDF)

• expectation values, covariance matrix, correlation coefficients

Frequentist vs. Bayesian

Some theorems

• LLN, CLT, Neyman-Pearson lemma, Wilks theorem, etc.
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•While the classic or frequentist approach can lead to a well-defined 
probability for a given situation, it is not always usable.  

➔ In such circumstances one is left with only one option: Bayesian. 

•When data are scarce ➔ these two approaches can give somewhat 
different predictions, 

but given sufficiently large data sample, they give pretty much the 
same conclusion. In that case the choice between the two may be 
regarded arbitrary. 

•Perhaps, we may choose one for the main result, and try the other for 
a cross-check.

Two interpretations of Probability
Basics Freq.	vs.	Bayes. Hyp.	Testing Param.	Est. Adv.	subjects



Hypothesis Testing
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Hypothesis test

• Consider e.g. a simple hypothesis H0 and an
alternative H1

• A (frequentist) test of H0:
Specify a critical region w of the data space ⌦ such
that, assuming H0 is correct, there is no more than
some (small) probability ↵ to observe data in w

P(~x 2 w|H0)  ↵

• ↵: “size” or “significance level” of the test

• If ~x is observed within w, we reject H0 with a
confidence level 1 � ↵
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Definition of a (frequentist) hypothesis test 
Consider e.g. a simple hypothesis H0 and alternative H1. 

A test of H0  is defined by specifying a critical region w of the 
data space such that there is no more than some (small) probability 
!, assuming H0 is correct,  to observe the data there, i.e., 

  P(x ! w | H0 ) " ! 

Need inequality if data are 
discrete. 

# is called the size or  
significance level of the test. 

If x is observed in the  
critical region, reject H0. 

data space $ 

critical region w 
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Probability P(H|~x)

• In the frequentist approach, we do not, in general, assign probability of a
hypothesis itself.
Rather, we compute the probability to accept/reject a hypothesis assuming
that it (or some alternative) is true.

• In Bayesian, on the other hand, probability of any given hypothesis (degree of
belief) could be obtained by using the Bayes’ theorem:

P(H|~x) =
P(~x|H)⇡(H)R

P(~x|H0)⇡(H0)dH0

which depends on the prior probability ⇡(H)

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016
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Hypothesis testing
• A hypothesis H specifies the probability for the data

(shown symbolically as ~x here),
often expressed as a function f(~x|H)

• The measured data ~x could be anything:

* observation of a single particle, a single event, or an entire experiment
* uni-/multi-variate, continuous or discrete

• the two kinds:

* simple (or “point”) hypothesis – f(~x|H) is completely specified
* composite hypothesis – H contains unspecified parameter(s)

• The probability for ~x given H is also called the likelihood of the hypothesis,
written as L(~x|H)

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016
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Hypothesis test
• In general, 9 an 1 number of possible critical regions that give the same

significance level ↵

• Usually, we place the critical region where there is a low probability ↵ for
~x 2 w if H0 is true, but high if the alternative (H1) is true

G. Cowan  Cargese 2012 / Statistics for HEP / Lecture 1 11 

Definition of a test (2) 
But in general there are an infinite number of possible critical 
regions that give the same significance level !. 

Roughly speaking, place the critical region where there is a low  
probability (!) to be found if H0 is true, but high if the alternative 
H1 is true: 

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016
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Test statisticTest statistic
• The boundary surface of the critical region

for an n-dim. data space can be defined by
an equation of the form:

t(x1, · · · , xn) = tc

where t(x1, · · · , xn) is a scalar test statistic.

• For the test statistic t, we can work out the
PDFs g(t|H0), g(t|H1), etc.

• Decision boundary is now given by a signle
‘cut’ on t, thus defining the critical region
) for an n-dim. data space, the problem is
reduced to a 1-dim. problem

G. Cowan  Cargese 2012 / Statistics for HEP / Lecture 1 16 

Test statistics 
The boundary of the critical region for an n-dimensional data 
space x = (x1,..., xn) can be defined by an equation of the form 
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Decision boundary is now a 
single ‘cut’ on t, defining 
the critical region. 

So for an n-dimensional 
problem we have a 
corresponding 1-d problem. 

where t(x1,…, xn) is a scalar test statistic. 
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Type-I, Type-II errors

• Rejecting H0 when it is true is called the Type-I error

(Q) Given the significance ↵ of the test, what is the maximum probability of
Type-I error?

• We might also accept H0 when it is indeed false, and an alternative H1 is true.
This is called the Type-II error

The probability � of Type-II error:

P(~x 2 ⌦ � w|H1) = �

1 � � is called the power of the test with respect to H1

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016
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from an FAPPS09 Lecture by  S. T’Jampens
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exercise on Type-I, II errors
Since B ! K⇤� has much higher branching fraction than B ! ⇢�, the former can be a
serious background to the latter. It is crucial to understand the “efficiency” and “fake rate”
of K/⇡ identification system of your experiment in this study. The figure below shows the
MK⇡ invarianbt mass distribution, where one of the pion mass (in ⇢0 ! ⇡+⇡� decay) is
replaced by the Kaon mass, for the B0 ! ⇢0� signal candidates (Belle, PRL 2008).

BðB ! ð!; !Þ"Þ
BðB ! K#"Þ ¼ 0:0284% 0:0050þ0:0027

'0:0029; (3)

where the first and second errors are statistical and system-
atic, respectively.

Using the prescription in Ref. [6], Eq. (3), for example,
gives jVtd=Vtsj ¼ 0:195þ0:020

'0:019ðexpÞ % 0:015ðthÞ. This is
consistent with determinations from B0

s mixing [14], which
involve box diagrams rather than penguin loops. We also
find BðBþ ! K#þ"Þ ¼ ð384% 17Þ ( 10'7 and BðB0 !
K#0"Þ ¼ ð378% 8Þ ( 10'7 (statistical error only), in
agreement with the world average.

From Table I, we calculate the isospin asymmetry
!ð!"Þ ¼ #

B0

2#Bþ
BðBþ ! !þ"Þ=BðB0 ! !0"Þ ' 1 and find

!ð!"Þ ¼ '0:48þ0:21þ0:08
'0:19'0:09: (4)

The result is in agreement with the previous measurement
[3] and is only marginally consistent with the SM expec-
tations [6,7].

We also calculate the direct CP-violating asym-
metry ACPðBþ ! !þ"Þ ¼ ½Nð!'"Þ ' Nð!þ"Þ*=
½Nð!'"Þ þ Nð!þ"Þ* using a simultaneous fit to Bþ !
!þ" and B' ! !'" data samples. We consider system-
atic errors due to the fitting procedure, asymmetries in the
backgrounds, and possible detector bias estimated using a
B ! D$ control sample. We use the measured asymme-
tries [14] for Bþ ! K#þ", !þ$0, !þ%, and B ! Xs" and
assume up to 100% asymmetry for other charmless had-
ronic B decays. We find

ACPðBþ ! !þ"Þ ¼ '0:11% 0:32% 0:09: (5)

The result is consistent with the SM predictions [6,16].
In conclusion, we present a newmeasurement of branch-

ing fractions for B ! !" and B ! !", a measurement of
the isospin asymmetry, and the first measurement of the
directCP-violating asymmetry forBþ ! !þ". The results
are consistent with SM predictions. We improve the ex-
perimental precision on jVtd=Vtsj determined from penguin
loops, finding good agreement with the value determined
from box diagrams [14].
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SNSF (Switzerland); NSC and MOE (Taiwan); and DOE
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FIG. 2 (color online). Projections of the fit results to Mbc (in
j!Ej< 0:1 GeV and 0:92 GeV=c2 <MK$) and !E (in
5:273 GeV=c2 <Mbc < 5:285 GeV=c2 and 0:92 GeV=c2 <
MK$) and for B0 ! !0", MK$. Curves show the signal (dashed,
red), continuum (dotted-dotted-dashed, blue), B ! K#" (dotted,
magenta), other backgrounds (dashed-dotted, green), and the
total fit result (solid).

PRL 101, 111801 (2008) P HY S I CA L R EV I EW LE T T E R S
week ending

12 SEPTEMBER 2008

111801-5

Express the following observables in Type-I & Type-II
errors.

• f⇡+!K+ = probability of misidentifying a ⇡+ as a K+

• fK+!⇡+ = probability of misidentifying a K+ as a ⇡+

• ✏K+ = prob. of identifying a K+ correctly as a K+

• ✏⇡+ = prob. of identifying a ⇡+ correctly as a ⇡+

Y. Kwon (Yonsei Univ.) Statistical methods for HEP analysis Feb.19, 2013 13

What are H0 & H1, for each case?
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Hypothesis test

• Consider e.g. a simple hypothesis H0 and an
alternative H1

• A (frequentist) test of H0:
Specify a critical region w of the data space ⌦ such
that, assuming H0 is correct, there is no more than
some (small) probability ↵ to observe data in w

P(~x 2 w|H0)  ↵

• ↵: “size” or “significance level” of the test

• If ~x is observed within w, we reject H0 with a
confidence level 1 � ↵
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Defining a multivariate critical region

Each event is a point in x-space; critical region is now defined
by a „decision boundary‟ in this space.

What is best way to determine the decision boundary?

W
H1

H0

Perhaps with „cuts‟:

Defining a multivariate critical region

with “square cuts”
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Other multivariate decision boundaries

Or maybe use some other sort of decision boundary:

W
H1

H0

W
H1

H0

linear or nonlinear
some more sophisticated ways

(ex) Fisher discriminants, etc. (ex) artificial neural net, etc.
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algorithms for a multivariate critical region
Many (old or new) methods for finding decision criteria

•Fisher discriminants 

•Artificial neural networks 

•Boosted decision trees 

•Kernel density methods 

•…
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How to choose an optimal test statistic
• Use Neyman-Pearson lemma

For a test of size ↵ of the simple hypothesis H0,
to obtain the highest power w.r.t. the simple alternative H1,
choose the critical region w such that the likelihoot ratio satisfies

P(~x|H1)

P(~x|H0)
� k

everywhere in w and is < k elsewhere,
where k is a constant chosen for each pre-determined size ↵.

• Equivalently, the optimal scalar test statistic is

t(~x) = P(~x|H1)/P(~x|H0)

(Note) Any monotonic function of this leads to the same test.

Y. Kwon (Yonsei Univ.) Statistical methods for HEP analysis Feb.19, 2013
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Kyle Cranmer (NYU)

Center for 
Cosmology and 
Particle Physics

CERN School HEP, Romania, Sept. 2011

A short proof of Neyman-Pearson

Consider the contour of the likelihood ratio that has size a given 
size (eg. probability under H0 is 1-   )

77
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> k�

�

W WC

Proof (graphical)
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Center for 
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Particle Physics

CERN School HEP, Romania, Sept. 2011

A short proof of Neyman-Pearson

79

P ( |H0) = P ( |H0)

Now consider a variation on the contour that has the same size 
(eg. same probability under H0)

Proof (graphical)
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P (x|H1)
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P ( |H0) = P ( |H0)

P ( |H1) < P ( |H0) P ( |H1) > P ( |H0)k� k�

And for the region we lost, we also have an inequality
Together they give...
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A short proof of Neyman-Pearson
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The new region region has less power.

P (x|H1)
P (x|H0)

< k�
P (x|H1)
P (x|H0)

> k�

P ( |H0) = P ( |H0)

P ( |H1) < P ( |H1)

P ( |H1) < P ( |H0) P ( |H1) > P ( |H0)k� k�

22

Proof (graphical)



Hypothesis test

• Consider e.g. a simple hypothesis H0 and an
alternative H1

• A (frequentist) test of H0:
Specify a critical region w of the data space ⌦ such
that, assuming H0 is correct, there is no more than
some (small) probability ↵ to observe data in w

P(~x 2 w|H0)  ↵

• ↵: “size” or “significance level” of the test

• If ~x is observed within w, we reject H0 with a
confidence level 1 � ↵

G. Cowan  Cargese 2012 / Statistics for HEP / Lecture 1 10 

Definition of a (frequentist) hypothesis test 
Consider e.g. a simple hypothesis H0 and alternative H1. 

A test of H0  is defined by specifying a critical region w of the 
data space such that there is no more than some (small) probability 
!, assuming H0 is correct,  to observe the data there, i.e., 

  P(x ! w | H0 ) " ! 

Need inequality if data are 
discrete. 

# is called the size or  
significance level of the test. 

If x is observed in the  
critical region, reject H0. 

data space $ 

critical region w 

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016 23

(Quiz)  With Neyman-Pearson lemma, we may have THE 
way to optimize the critical region (“cut”). Then why 
should we bother with multivariate analyses such as 
artificial neural network, etc.?

(Ans.) The modeling of P(x|H) may 
not be perfect, if the correlations 
are not taken properly into account. 
This will become more serious for 
higher dimensions of x.
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Significance of signal

parametrization. We perform large ensemble tests in order
to verify the stability of our fit model. We find a potential
bias of −2.6%, which we attribute to our neglecting small
correlations among the fitted observables. We assign a 3%
systematic uncertainty for each reconstructed η → γγ or
π0 → γγ decay [27]. The systematic uncertainty due to the
track reconstruction efficiency is 0.35% per track, as
determined from a study of partially reconstructed D!þ →
D0ð→ K0

Sπ
þπ−Þπþ decays. A 1.6% uncertainty (0.8% per

pion) is assigned due to the PID criteria applied to charged
pions in η → πþπ−π0 decays. We determine the systematic
uncertainty due to the CNB selection by applying different
CNB criteria and comparing the results with that of the
nominal selection. The differences observed are assigned as
the systematic uncertainty. The uncertainty due to the
number of BB̄ pairs is 1.3%, and the uncertainty on ϵ
due to MC statistics is 0.4%. The total systematic

uncertainty is obtained by summing in quadrature all
individual contributions.
In order to check the reliability of the PDFs used for

backgrounds, we fit the data in the Mbc sideband
5.24–5.26 GeV=c2, where the end point of the ARGUS
function used for the continuum Mbc PDF is allowed to
float. For all three distributions,Mbc,ΔE, and C0

NB, the MC
PDFs give an excellent description of the data. We
subsequently fit a sample of MC sideband events con-
structed with the same admixture of backgrounds as found
in the data sideband and obtain signal yields consistent
with zero.
To check for potential nonresonant B0 → γγπ0 and B0 →

πþπ−π0π0 decays, we relax the ηmass requirement and plot
the γγ and πþπ−π0 invariant mass distributions (Fig. 3) for
events in the Mbc-ΔE signal region. Significant peaks are
observed for Mγγ ≈Mη and Mπþπ−π0 ≈Mη, as expected.
The small sidebands indicate no significant contributions
from nonresonant decays. We check this quantitatively by
requiring that Mγγ ðMπþπ−π0Þ be in the sideband
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FIG. 2 (color online). Projections of the simultaneous fit: (a),
(b)Mbc; (c), (d) ΔE; (e), (f) C0

NB. Events plotted inMbc ðΔEÞ are
required to be in the signal region of ΔE ðMbcÞ, and C0

NB >
1.5ð0.5Þ for ηγγπ0 ðη3ππ0Þ decays. C0

NB is plotted in the signal
region of Mbc and ΔE. The left (right) column corresponds to
η → γγ (η → πþπ−π0) decays. Points with error bars are data; the
(green) dashed, (red) dotted and (magenta) dot-dashed curves
represent the signal, continuum and charmless rare backgrounds,
respectively, and the (blue) solid curves represent the total PDF.

TABLE II. Systematic uncertainties on BðB0 → ηπ0Þ. Those
listed in the upper section are associated with fitting for the signal
yields and are included in the signal significance and upper limit
calculation.

Source Uncertainty (%)

PDF parametrization þ10.2
−9.2

Fit bias þ0.0
−2.6

π0=η → γγ reconstruction 6.0
Tracking efficiency 0.3
PID efficiency 0.6
CNB selection efficiency þ2.1

−2.2
MC statistics 0.4
Nonresonant contributions þ0.0

−10.8
Bðη → γγÞ 0.5
Bðη → πþπ−π0Þ 1.2
Number of BB̄ pairs 1.3

Total þ12.2
−15.9
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FIG. 3. Distributions of (a) Mγγ and (b) Mπþπ−π0 invariant
masses for events passing all selection requirements, except those
for Mγγ or Mπþπ−π0.
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where Cmin
NB ¼ −0.1 and Cmax

NB is the maximum value of CNB
obtained from a large sample of signal MC decays. This
translation is advantageous as the C0

NB distribution for both
signal and background is well described by a sum of
Gaussian functions.
After applying all selection criteria, 2% (7%) of events

have more than one B0 → ηγγπ0 (B0 → η3ππ0) candidate.
For these events, we retain the B0 → ηπ0 candidate with the
smallest χ2 value resulting from the η or, if necessary, π0

mass constrained fits. According to MC simulations, this
criterion chooses the correct B candidate 63% (77%) of the
time for B0 → ηγγπ0 (B0 → η3ππ0).
We calculate signal yields using an unbinned extended

maximum likelihood fit to the variablesMbc, ΔE, and C0
NB.

The likelihood function is defined as

L ¼ e−
P

j
Yj ·

YN

i

!X

j

YjPjðMi
bc;ΔEi; C0i

NBÞ
"
; ð2Þ

whereN is the total number of events,PjðMi
bc;ΔEi; C0i

NBÞ is
the probability density function (PDF) of signal or back-
ground component j for event i, and j runs over all signal and
background components.Yj is the yield of component j. The
background components consist of eþe− → qq̄ continuum
events, generic b → c processes, and charmless rare proc-
esses. The latter two backgrounds are small compared to the
qq̄ continuum events and are studied using MC simulations.
We find that no b → c events pass our selection criteria. The
charmless rare background, however, shows peaking struc-
ture in the Mbc distribution, most of which arises from
Bþ → ηρþ decays.
Correlations among the fit variables are found to be

small, and thus we factorize the PDFs as

PjðMbc;ΔE;C0
NBÞ ¼ PjðMbcÞ · PjðΔEÞ · PjðC0

NBÞ: ð3Þ

All PDFs forC0
NB aremodeled with the sum of twoGaussian

functions. The Mbc and ΔE PDFs for signal events are
modeled with “crystal ball” (CB) functions [25]. The peak
positions and resolutions in the signalMbc,ΔE, andC0

NB are
adjusted according to data-MCdifferences observed in a high
statistics control sample ofB0 → D̄0ð→ Kþπ−π0Þπ0 decays.
This decay has four photons, as do signal decays, and its
topology is identical to that ofB0 → η3ππ0. TheC0

NB PDF of
the continuum background is also adjusted by comparing
data and continuum MC samples in the Mbc sideband
(5.200–5.265 GeV=c2). The ΔE PDF for continuum back-
ground is modeled with a second-order polynomial, while
the Mbc PDF is modeled with an ARGUS function [9]. The
Mbc and ΔE PDFs for charmless rare background are
modeled with one-dimensional nonparametric PDFs based
on kernel estimation [26]. In addition to the fitted yields Yj,
theMbc andΔE PDF parameters for continuum background
are also floated, except for the end point of the ARGUS
function. All other parameters are fixed to the corresponding
MC values. To test the stability of the fitting procedure,

numerous fits are performed to large ensembles of MC
events.
The signal yields obtained from the fits are listed in

Table I. The resulting branching fractions are calculated as

BðB0 → ηπ0Þ ¼
Ysig

NBB̄ × ϵ × Bη
; ð4Þ

whereYsig is the fitted signal yield,NBB̄ ¼ ð753% 10Þ × 106

is the number of BB̄ events, ϵ is the signal efficiency as
obtained from MC simulations, and Bη is the branching
fraction for η → γγ or η → πþπ−π0 [17]. For the latter mode,
ϵ is corrected by a factor ϵPID ¼ 0.955% 0.015 to account for
a small difference in particle identification (PID) efficiencies
between data and simulations. This correction is estimated
from a sample of D&þ → D0ð→ K−πþÞπþ decays. In
Eq. (4), we assume equal production of B0B̄0 and BþB−

pairs at the Υð4SÞ resonance. The combined branching
fraction is determined by simultaneously fitting both B0 →
ηγγπ0 andB0 → η3ππ0 samples for a commonBðB0 → ηπ0Þ.
Projections of the simultaneous fit are shown in Fig. 2.
The signal significance is calculated as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−2 lnðL0=LmaxÞ

p
,

whereL0 is the likelihood valuewhen the signal yield is fixed
to zero, andLmax is the likelihood value of the nominal fit. To
include systematic uncertainties in the significance, we
convolve the likelihood distribution with a Gaussian function
whose width is set to the total systematic uncertainty that
affects the signal yield. The resulting significance is 3.0
standard deviations; thus, our measurement constitutes the
first evidence for this decay mode. A Bayesian upper limit
on the branching fraction is obtained by integrating the
likelihood function from zero to infinity; the value that
corresponds to 90% of this total area is taken as the
90%C.L. upper limit. The result isBðB0→ηπ0Þ<6.5×10−7.
The systematic uncertainty on the branching fraction has

several contributions, as listed in Table II. The systematic
uncertainty due to the fixed parameters in the PDF is
estimated by varying them individually according to their
statistical uncertainties. The resulting changes in the
branching fraction are added in quadrature and the result
is taken as the systematic uncertainty. We evaluate in a
similar manner the uncertainty due to errors in the
calibration factors. The sum in quadrature of these two
contributions constitutes the uncertainty due to PDF

TABLE I. Fitted signal yield Ysig, reconstruction efficiency ϵ, η
decay branching fraction Bη, signal significance, and B0 branch-
ing fraction B. The errors listed are statistical only. The
significance includes both statistical and systematic uncertainties
(see text).

Mode Ysig ϵ (%) Bη (%) Significance Bð10−7Þ
B0 → ηγγπ0 30.6þ12.2

−10.8 18.4 39.41 3.1 5.6þ2.2
−2.0

B0 → η3ππ0 0.5þ6.6
−5.4 14.2 22.92 0.1 0.2þ2.8

−2.3

Combined 3.0 4.1þ1.7
−1.5

B. PAL et al. PHYSICAL REVIEW D 92, 011101(R) (2015)
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Hypothesis test

• Consider e.g. a simple hypothesis H0 and an
alternative H1

• A (frequentist) test of H0:
Specify a critical region w of the data space ⌦ such
that, assuming H0 is correct, there is no more than
some (small) probability ↵ to observe data in w

P(~x 2 w|H0)  ↵

• ↵: “size” or “significance level” of the test

• If ~x is observed within w, we reject H0 with a
confidence level 1 � ↵

G. Cowan  Cargese 2012 / Statistics for HEP / Lecture 1 10 

Definition of a (frequentist) hypothesis test 
Consider e.g. a simple hypothesis H0 and alternative H1. 

A test of H0  is defined by specifying a critical region w of the 
data space such that there is no more than some (small) probability 
!, assuming H0 is correct,  to observe the data there, i.e., 

  P(x ! w | H0 ) " ! 

Need inequality if data are 
discrete. 

# is called the size or  
significance level of the test. 

If x is observed in the  
critical region, reject H0. 

data space $ 

critical region w 

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016

the p-value

By User:Repapetilto @ Wikipedia & User:Chen-Pan Liao @ Wikipedia - File:P value.png, CC BY-SA 3.0, https://
commons.wikimedia.org/w/index.php?curid=36661887

In short, p-value is the ‘size’ of a test against a given hypothesis.

Basics Freq.	vs.	Bayes. Hyp.	Testing Param.	Est. Adv.	subjects

25



Hypothesis test

• Consider e.g. a simple hypothesis H0 and an
alternative H1

• A (frequentist) test of H0:
Specify a critical region w of the data space ⌦ such
that, assuming H0 is correct, there is no more than
some (small) probability ↵ to observe data in w

P(~x 2 w|H0)  ↵

• ↵: “size” or “significance level” of the test

• If ~x is observed within w, we reject H0 with a
confidence level 1 � ↵

G. Cowan  Cargese 2012 / Statistics for HEP / Lecture 1 10 

Definition of a (frequentist) hypothesis test 
Consider e.g. a simple hypothesis H0 and alternative H1. 

A test of H0  is defined by specifying a critical region w of the 
data space such that there is no more than some (small) probability 
!, assuming H0 is correct,  to observe the data there, i.e., 

  P(x ! w | H0 ) " ! 

Need inequality if data are 
discrete. 

# is called the size or  
significance level of the test. 

If x is observed in the  
critical region, reject H0. 

data space $ 

critical region w 

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016 26

Basics Freq.	vs.	Bayes. Hyp.	Testing Param.	Est. Adv.	subjects

the p-value

• With p-value, we express the level of agreement b/w data and H
p = probabilty, under assumption of H, to observe data with equal or lesser
compatibility with H, in comparison to the data we obtained

6= the probability that H is true

• In frequentist statistics, we don’t talk about P(H).
In Bayesian, however, we determine P(H|~x) using the Bayes’ theorem
( depending on the prior probabilty ⇡(H)

• For now, we stick with the frequentist interpretation of the p-value

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016
G. Cowan  Cargese 2012 / Statistics for HEP / Lecture 1 19 

p-values 

where $ (H) is the prior probability for H. 

Express level of agreement between data and H with p-value: 

p = probability, under assumption of H, to observe data with  
equal or lesser compatibility with H relative to the data we got.  

This is not the probability that H is true! 

In frequentist statistics we don’t talk about P(H) (unless H  
represents a repeatable observation). In Bayesian statistics we do;  
use Bayes’ theorem to obtain 

For now stick with the frequentist approach;  
result is p-value, regrettably easy to misinterpret as P(H). 

P(observation | hypothesis) ≠ P(hypothesis | observation) 

the p-value
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Gaussian (Normal) distribution

24 36. Statistics

36.3.2.4. Gaussian distributed measurements:

An important example of constructing a confidence interval is when the data consists
of a single random variable x that follows a Gaussian distribution; this is often the case
when x represents an estimator for a parameter and one has a sufficiently large data
sample. If there is more than one parameter being estimated, the multivariate Gaussian
is used. For the univariate case with known σ,

1 − α =
1√
2πσ

∫ µ+δ

µ−δ
e−(x−µ)2/2σ2

dx = erf

(
δ√
2 σ

)
(36.55)

is the probability that the measured value x will fall within ±δ of the true value µ. From
the symmetry of the Gaussian with respect to x and µ, this is also the probability for
the interval x ± δ to include µ. Fig. 36.4 shows a δ = 1.64σ confidence interval unshaded.
The choice δ = σ gives an interval called the standard error which has 1 − α = 68.27% if
σ is known. Values of α for other frequently used choices of δ are given in Table 36.1.

$3 $2 $1 0 1 2 3

f (x; µ,%)

! /2! /2

(x$µ) /%

1$!

Figure 36.4: Illustration of a symmetric 90% confidence interval (unshaded) for
a measurement of a single quantity with Gaussian errors. Integrated probabilities,
defined by α = 0.1, are as shown.

We can set a one-sided (upper or lower) limit by excluding above x + δ (or below
x − δ). The values of α for such limits are half the values in Table 36.1.

The relation (36.55) can be re-expressed using the cumulative distribution function for
the χ2 distribution as

α = 1 − F (χ2; n) , (36.56)

for χ2 = (δ/σ)2 and n = 1 degree of freedom. This can be obtained from Fig. 36.1 on the
n = 1 curve or by using the ROOT function TMath::Prob.

For multivariate measurements of, say, n parameter estimates θ̂ = (θ̂1, . . . , θ̂n), one

requires the full covariance matrix Vij = cov[θ̂i, θ̂j ], which can be estimated as described
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Table 36.1: Area of the tails α outside ±δ from the mean of a Gaussian
distribution.

α δ α δ

0.3173 1σ 0.2 1.28σ

4.55 ×10−2 2σ 0.1 1.64σ

2.7 ×10−3 3σ 0.05 1.96σ

6.3×10−5 4σ 0.01 2.58σ

5.7×10−7 5σ 0.001 3.29σ

2.0×10−9 6σ 10−4 3.89σ

in Sections 36.1.2 and 36.1.3. Under fairly general conditions with the methods of
maximum-likelihood or least-squares in the large sample limit, the estimators will be
distributed according to a multivariate Gaussian centered about the true (unknown)
values θ, and furthermore, the likelihood function itself takes on a Gaussian shape.

The standard error ellipse for the pair (θ̂i, θ̂j) is shown in Fig. 36.5, corresponding
to a contour χ2 = χ2

min + 1 or ln L = lnLmax − 1/2. The ellipse is centered about the

estimated values θ̂, and the tangents to the ellipse give the standard deviations of the
estimators, σi and σj . The angle of the major axis of the ellipse is given by

tan 2φ =
2ρijσiσj

σ2
j − σ2

i

, (36.57)

where ρij = cov[θ̂i, θ̂j ]/σiσj is the correlation coefficient.

The correlation coefficient can be visualized as the fraction of the distance σi from the
ellipse’s horizontal center-line at which the ellipse becomes tangent to vertical, i.e., at the
distance ρijσi below the center-line as shown. As ρij goes to +1 or −1, the ellipse thins
to a diagonal line.

It could happen that one of the parameters, say, θj , is known from previous
measurements to a precision much better than σj , so that the current measurement
contributes almost nothing to the knowledge of θj . However, the current measurement of
θi and its dependence on θj may still be important. In this case, instead of quoting both
parameter estimates and their correlation, one sometimes reports the value of θi, which
minimizes χ2 at a fixed value of θj , such as the PDG best value. This θi value lies along
the dotted line between the points where the ellipse becomes tangent to vertical, and has
statistical error σinner as shown on the figure, where σinner = (1 − ρ2

ij)
1/2σi. Instead of

the correlation ρij , one reports the dependency dθ̂i/dθj which is the slope of the dotted

line. This slope is related to the correlation coefficient by dθ̂i/dθj = ρij ×
σi
σj

.

As in the single-variable case, because of the symmetry of the Gaussian function
between θ and θ̂, one finds that contours of constant lnL or χ2 cover the true values with
a certain, fixed probability. That is, the confidence region is determined by

lnL(θ) ≥ lnLmax − ∆ lnL , (36.58)
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TMath::Prob(δ2,1)

Remember?
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Significance and the p-value
Often we quote the significance Z, for a given p-value 

•Z = the number of standard dev. that a Gaussian random variable 
would fluctuate in one direction to give the same p-value

G. Cowan  20 

Significance from p-value 
Often define significance Z as the number of standard deviations 
that a Gaussian variable would fluctuate in one direction 
to give the same p-value. 

1 - TMath::Freq 

TMath::NormQuantile 

Cargese 2012 / Statistics for HEP / Lecture 1 

E.g. Z = 5 (a “5 sigma effect”) corresponds to p = 2.9 % 10�7. (Ex) Z = 5 (a “5-sigma effect”) ⇔ p = 2.9 x 10-7

Basics Freq.	vs.	Bayes. Hyp.	Testing Param.	Est. Adv.	subjects
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p-value example: a fair coin?
We toss a coin N = 20 times and get n = 17 heads. 
Test whether this coin is ‘fair’ or not. 

Hypothesis H0: the coin is fair (µ = 50% chance for head)

binomial probability for n heads in N toss

Critical region w = data space with values equal or lesser 
                               compatibility with H in comparison to n = 17 

w = {n = 17, 18, 19, 20, 0, 1, 2, 3}
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Example: significance of a signal

Suppose b = 0.5 (assume precise), and we observe nobs = 5.  
Can we claim evidence for a signal excess? 
Give p-value for the null hypothesis s = 0.
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Quiz

(observation) Six out of 9 starting hitters have family name ‘Kim’. 

(fact) According to census, ~20% of all Koreans have family name ‘Kim’. 

(Hypothesis to test) The manager of 1983 Tigers (himself a ‘Kim’) has a 
bias toward players with family name ‘Kim’. 

1983 Korean Baseball Champion HaiTai Tigers’ Lineup

BA           OBA             SLG          HR       RBI        SB
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Example: comparison of hypotheses
Basics Freq.	vs.	Bayes. Hyp.	Testing Param.	Est. Adv.	subjects

For a test statistic, we may use

R =
P (H0|data)
P (H1|data)

=
P (data|H0)P (H0)

P (data|H1)P (H1)

R ? 1 ??

Given a set of data resulting from the measurement of some observable

⌦ = {�1.0,�0.9,�0.7,�0.1, 0.0, 0.1, 0.2, 0.5, 0.6, 1.0}

where the total number of data N = 10, determine which of the following

models is a better description of the data:

• H0 : the data are distributed according to a Standard Gaussian (µ =
0, � = 1);

• H1 : the data are uniformly distributed.
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Given a set of data resulting from the measurement of some observable

⌦ = {�1.0,�0.9,�0.7,�0.1, 0.0, 0.1, 0.2, 0.5, 0.6, 1.0}

where the total number of data N = 10, determine which of the following

models is a better description of the data:

• H0 : the data are distributed according to a Standard Gaussian (µ =
0, � = 1);

• H1 : the data are uniformly distributed.

taken from A. Bevan’s book

Example: comparison of hypotheses



Hypothesis test

• Consider e.g. a simple hypothesis H0 and an
alternative H1

• A (frequentist) test of H0:
Specify a critical region w of the data space ⌦ such
that, assuming H0 is correct, there is no more than
some (small) probability ↵ to observe data in w

P(~x 2 w|H0)  ↵

• ↵: “size” or “significance level” of the test

• If ~x is observed within w, we reject H0 with a
confidence level 1 � ↵

G. Cowan  Cargese 2012 / Statistics for HEP / Lecture 1 10 

Definition of a (frequentist) hypothesis test 
Consider e.g. a simple hypothesis H0 and alternative H1. 

A test of H0  is defined by specifying a critical region w of the 
data space such that there is no more than some (small) probability 
!, assuming H0 is correct,  to observe the data there, i.e., 

  P(x ! w | H0 ) " ! 

Need inequality if data are 
discrete. 

# is called the size or  
significance level of the test. 

If x is observed in the  
critical region, reject H0. 

data space $ 

critical region w 

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016 34
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Model-independent test?

• In general, we cannot find a single critical region that gives the maximum
power for all possible alternatives (no “uniformly most powerful” test)

• In HEP, we often try to construct a test of the Standard Model as H0 (or
sometimes called “background only”)
such that we have a well specified false discovery rate ↵ (=prob. to reject H0
when it is true),
and high power w.r.t. some interesting alternative H1, e.g. SUSY, Z0, etc.

• But, there is no such thing as a model-independent test.
Any statistical test will inevitably have high power w.r.t. some alternatives
and less for others

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016

model-independent test?
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from ‘Big Bang Theory’
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Measurement with errors
Let’s say we are reporting a single measurement 

Frequentist interpretation 

•Repeating the measurement many times under identical conditions 
(“ensemble”), the estimated interval will vary each time.  In 68.3% 
of those results, the true value of x will lie within the interval. 

Result of each measurement is a sampling from a Gaussian 
distribution G(µ,σ) 

•We may not know μ 

•We have some idea about σ -- experimental sensitivity

37

x = a± b

Basics Freq.	vs.	Bayes. Hyp.	Testing Intervals Adv.	subjects



when 𝝁±𝝈 is not enough…

38

If the PDF of the estimator is not Gaussian, or 
if there are physical boundaries on the possible values of the 
parameter,  
one usually quotes an interval given a confidence level.

Basics Freq.	vs.	Bayes. Hyp.	Testing Intervals Adv.	subjects



a Bayesian procedure for intervals

39

37. Statistics 23

37.4.1. Bayesian intervals :

As described in Sec. 37.2.4, a Bayesian posterior probability may be used to determine
regions that will have a given probability of containing the true value of a parameter.
In the single parameter case, for example, an interval (called a Bayesian or credible
interval) [θlo, θup] can be determined which contains a given fraction 1−α of the posterior
probability, i.e.,

1 − α =

∫ θup

θlo

p(θ|x) dθ . (37.55)

Sometimes an upper or lower limit is desired, i.e., θlo or θup can be set to a physical
boundary or to plus or minus infinity. In other cases, one might be interested in the set
of θ values for which p(θ|x) is higher than for any θ not belonging to the set, which may
constitute a single interval or a set of disjoint regions; these are called highest posterior
density (HPD) intervals. Note that HPD intervals are not invariant under a nonlinear
transformation of the parameter.

If a parameter is constrained to be non-negative, then the prior p.d.f. can simply be
set to zero for negative values. An important example is the case of a Poisson variable n,
which counts signal events with unknown mean s, as well as background with mean b,
assumed known. For the signal mean s, one often uses the prior

π(s) =

{
0 s < 0
1 s ≥ 0

. (37.56)

This prior is regarded as providing an interval whose frequentist properties can be studied,
rather than as representing a degree of belief. For example, to obtain an upper limit on
s, one may proceed as follows. The likelihood for s is given by the Poisson distribution
for n with mean s + b,

P (n|s) =
(s + b)n

n!
e−(s+b) , (37.57)

along with the prior (37.56) in (37.30) gives the posterior density for s. An upper limit
sup at confidence level (or here, rather, credibility level) 1 − α can be obtained by
requiring

1 − α =

∫ sup

−∞

p(s|n)ds =

∫ sup
−∞

P (n|s) π(s) ds
∫
∞

−∞
P (n|s) π(s) ds

, (37.58)

where the lower limit of integration is effectively zero because of the cut-off in π(s). By
relating the integrals in Eq. (37.58) to incomplete gamma functions, the solution for the
upper limit is found to be

sup = 1
2F−1

χ2 [p, 2(n + 1)] − b , (37.59)

where F−1
χ2 is the quantile of the χ2 distribution (inverse of the cumulative distribution).

Here the quantity p is

p = 1 − α
(
Fχ2 [2b, 2(n + 1)]

)
, (37.60)
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37.4.1. Bayesian intervals :

As described in Sec. 37.2.4, a Bayesian posterior probability may be used to determine
regions that will have a given probability of containing the true value of a parameter.
In the single parameter case, for example, an interval (called a Bayesian or credible
interval) [θlo, θup] can be determined which contains a given fraction 1−α of the posterior
probability, i.e.,

1 − α =

∫ θup

θlo

p(θ|x) dθ . (37.55)

Sometimes an upper or lower limit is desired, i.e., θlo or θup can be set to a physical
boundary or to plus or minus infinity. In other cases, one might be interested in the set
of θ values for which p(θ|x) is higher than for any θ not belonging to the set, which may
constitute a single interval or a set of disjoint regions; these are called highest posterior
density (HPD) intervals. Note that HPD intervals are not invariant under a nonlinear
transformation of the parameter.

If a parameter is constrained to be non-negative, then the prior p.d.f. can simply be
set to zero for negative values. An important example is the case of a Poisson variable n,
which counts signal events with unknown mean s, as well as background with mean b,
assumed known. For the signal mean s, one often uses the prior

π(s) =

{
0 s < 0
1 s ≥ 0

. (37.56)

This prior is regarded as providing an interval whose frequentist properties can be studied,
rather than as representing a degree of belief. For example, to obtain an upper limit on
s, one may proceed as follows. The likelihood for s is given by the Poisson distribution
for n with mean s + b,

P (n|s) =
(s + b)n

n!
e−(s+b) , (37.57)

along with the prior (37.56) in (37.30) gives the posterior density for s. An upper limit
sup at confidence level (or here, rather, credibility level) 1 − α can be obtained by
requiring

1 − α =

∫ sup

−∞

p(s|n)ds =

∫ sup
−∞

P (n|s) π(s) ds
∫
∞

−∞
P (n|s) π(s) ds

, (37.58)
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Likelihood for s, given b, is
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If what we seek is of a very low (or no) signal, interval ➔ UL
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Hypothesis test

• Consider e.g. a simple hypothesis H0 and an
alternative H1

• A (frequentist) test of H0:
Specify a critical region w of the data space ⌦ such
that, assuming H0 is correct, there is no more than
some (small) probability ↵ to observe data in w

P(~x 2 w|H0)  ↵

• ↵: “size” or “significance level” of the test

• If ~x is observed within w, we reject H0 with a
confidence level 1 � ↵

G. Cowan  Cargese 2012 / Statistics for HEP / Lecture 1 10 

Definition of a (frequentist) hypothesis test 
Consider e.g. a simple hypothesis H0 and alternative H1. 

A test of H0  is defined by specifying a critical region w of the 
data space such that there is no more than some (small) probability 
!, assuming H0 is correct,  to observe the data there, i.e., 

  P(x ! w | H0 ) " ! 

Need inequality if data are 
discrete. 

# is called the size or  
significance level of the test. 

If x is observed in the  
critical region, reject H0. 

data space $ 

critical region w 

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016 40
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(Ex) UL on Poisson parameter
• Consider again the case of observing n ⇠ Poisson(s + b).

Suppose b = 4.5 and nobs = 5. Find upper limit on s at 95% CL.
• Relevant alternative is s = 0, resulting in critical region at low n.
• The p-value of hypothesized s is P(n  nobs; s, b).

Therefore, the upper limit sup at CL = 1 � ↵ is obtained from

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016



Frequentist “confidence intervals”

41

on repeated measurements  

Remember frequentist approach is always about repeated measurements! 

“confidence interval”  

= intervals constructed to include the true value of the 
parameter with a probability ≥ (a specified value)

Basics Freq.	vs.	Bayes. Hyp.	Testing Intervals Adv.	subjects
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Consider a pdf f(x;𝜽) 

• x : outcome of an experiment 

• 𝜽 : unknown parameter for which we set the interval 

37. Statistics 25

37.4.2.1. The Neyman construction for confidence intervals:

Consider a p.d.f. f(x; θ) where x represents the outcome of the experiment and θ is the
unknown parameter for which we want to construct a confidence interval. The variable
x could (and often does) represent an estimator for θ. Using f(x; θ), we can find for a
pre-specified probability 1 − α, and for every value of θ, a set of values x1(θ, α) and
x2(θ, α) such that

P (x1 < x < x2; θ) = 1 − α =

∫ x2

x1

f(x; θ) dx . (37.62)

This is illustrated in Fig. 37.3: a horizontal line segment [x1(θ, α),
x2(θ, α)] is drawn for representative values of θ. The union of such intervals for all values
of θ, designated in the figure as D(α), is known as the confidence belt. Typically the
curves x1(θ, α) and x2(θ, α) are monotonic functions of θ, which we assume for this
discussion.

Possible experimental values x

p
a

ra
m

e
te

r 
θ x2(θ), θ2(x) 

x1(θ), θ1(x) 

x1(θ0) x2(θ0) 

D(α)

θ0

Figure 37.3: Construction of the confidence belt (see text).

Upon performing an experiment to measure x and obtaining a value x0, one draws
a vertical line through x0. The confidence interval for θ is the set of all values of θ for
which the corresponding line segment [x1(θ, α), x2(θ, α)] is intercepted by this vertical
line. Such confidence intervals are said to have a confidence level (CL) equal to 1 − α.

Now suppose that the true value of θ is θ0, indicated in the figure. We see from the
figure that θ0 lies between θ1(x) and θ2(x) if and only if x lies between x1(θ0) and x2(θ0).
The two events thus have the same probability, and since this is true for any value θ0, we
can drop the subscript 0 and obtain

1 − α = P (x1(θ) < x < x2(θ)) = P (θ2(x) < θ < θ1(x)) . (37.63)

December 18, 2013 12:01

37. Statistics 25

37.4.2.1. The Neyman construction for confidence intervals:

Consider a p.d.f. f(x; θ) where x represents the outcome of the experiment and θ is the
unknown parameter for which we want to construct a confidence interval. The variable
x could (and often does) represent an estimator for θ. Using f(x; θ), we can find for a
pre-specified probability 1 − α, and for every value of θ, a set of values x1(θ, α) and
x2(θ, α) such that

P (x1 < x < x2; θ) = 1 − α =

∫ x2

x1

f(x; θ) dx . (37.62)

This is illustrated in Fig. 37.3: a horizontal line segment [x1(θ, α),
x2(θ, α)] is drawn for representative values of θ. The union of such intervals for all values
of θ, designated in the figure as D(α), is known as the confidence belt. Typically the
curves x1(θ, α) and x2(θ, α) are monotonic functions of θ, which we assume for this
discussion.

Possible experimental values x

p
a

ra
m

et
er

 θ x2(θ), θ2(x) 

x1(θ), θ1(x) 

x1(θ0) x2(θ0) 

D(α)

θ0

Figure 37.3: Construction of the confidence belt (see text).

Upon performing an experiment to measure x and obtaining a value x0, one draws
a vertical line through x0. The confidence interval for θ is the set of all values of θ for
which the corresponding line segment [x1(θ, α), x2(θ, α)] is intercepted by this vertical
line. Such confidence intervals are said to have a confidence level (CL) equal to 1 − α.

Now suppose that the true value of θ is θ0, indicated in the figure. We see from the
figure that θ0 lies between θ1(x) and θ2(x) if and only if x lies between x1(θ0) and x2(θ0).
The two events thus have the same probability, and since this is true for any value θ0, we
can drop the subscript 0 and obtain

1 − α = P (x1(θ) < x < x2(θ)) = P (θ2(x) < θ < θ1(x)) . (37.63)

December 18, 2013 12:01

co
nfi

de
nc

e b
elt

the confidence interval,  
given a measured 
outcome of x0 = x1(✓0)

Frequentist “confidence intervals”

“Neyman construction”
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for	Frequentist	UL,	the	90%	(or	whatever)	integration	
is	done	above	the	UL
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Table 38.3: Lower and upper (one-sided) limits for the mean µ of a Poisson
variable given n observed events in the absence of background, for confidence levels
of 90% and 95%.

1 − α =90% 1 − α =95%

n µlo µup µlo µup

0 – 2.30 – 3.00

1 0.105 3.89 0.051 4.74

2 0.532 5.32 0.355 6.30

3 1.10 6.68 0.818 7.75

4 1.74 7.99 1.37 9.15

5 2.43 9.27 1.97 10.51

6 3.15 10.53 2.61 11.84

7 3.89 11.77 3.29 13.15

8 4.66 12.99 3.98 14.43

9 5.43 14.21 4.70 15.71

10 6.22 15.41 5.43 16.96

Here F−1
F is the quantile of the F distribution (also called the Fisher–Snedecor

distribution; see Ref. 4).

38.4.2.4. Parameter exclusion in cases of low sensitivity:

An important example of a statistical test arises in the search for a new signal process.
Suppose the parameter µ is defined such that it is proportional to the signal cross section.
A statistical test may be carried out for hypothesized values of µ, which may be done
by computing a p-value, pµ, for all µ. Those values not rejected in a test of size α, i.e.,
for which one does not find pµ ≤ α, constitute a confidence interval with confidence level
1 − α.

In general one will find that for some regions in the parameter space of the signal model,
the predictions for data are almost indistinguishable from those of the background-only
model. This corresponds to the case where µ is very small, as would occur, e.g., if one
searches for a new particle with a mass so high that its production rate in a given
experiment is negligible. That is, one has essentially no experimental sensitivity to such
a model.

One would prefer that if the sensitivity to a model (or a point in a model’s parameter
space) is very low, then it should not be excluded. Even if the outcomes predicted with
or without signal are identical, however, the probability to reject the signal model will
equal α, the type-I error rate. As one often takes α to be 5%, this would mean that in
a large number of searches covering a broad range of a signal model’s parameter space,
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Table 38.4: Unified confidence intervals [µ1, µ2] for a the mean of a Poisson
variable given n observed events in the absence of background, for confidence levels
of 90% and 95%.

1 − α =90% 1 − α =95%

n µ1 µ2 µ1 µ2

0 0.00 2.44 0.00 3.09

1 0.11 4.36 0.05 5.14

2 0.53 5.91 0.36 6.72

3 1.10 7.42 0.82 8.25

4 1.47 8.60 1.37 9.76

5 1.84 9.99 1.84 11.26

6 2.21 11.47 2.21 12.75

7 3.56 12.53 2.58 13.81

8 3.96 13.99 2.94 15.29

9 4.36 15.30 4.36 16.77

10 5.50 16.50 4.75 17.82

has been uniform for µ ≥ 0. This prior does not follow from any fundamental rule nor
can it be regarded as reflecting a reasonable degree of belief, since the prior probability
for µ to lie between any two finite limits is zero. It is more appropriately regarded as
a procedure for obtaining intervals with frequentist properties that can be investigated.
The resulting upper limits have a coverage probability that depends on the true value
of the Poisson parameter, and is nowhere smaller than the stated probability content.
Lower limits and two-sided intervals for the Poisson mean based on flat priors undercover,
however, for some values of the parameter, although to an extent that in practical cases
may not be too severe [2,21]. Intervals constructed in this way have the advantage of
being easy to derive; if several independent measurements are to be combined then one
simply multiplies the likelihood functions (cf. Eq. (38.70)).

In any case, it is important to always report sufficient information so that the result can
be combined with other measurements. Often this means giving an unbiased estimator
and its standard deviation, even if the estimated value is in the unphysical region.

It can also be useful with a frequentist interval to calculate its subjective probability
content using the posterior p.d.f. based on one or several reasonable guesses for the prior
p.d.f. If it turns out to be significantly less than the stated confidence level, this warns
that it would be particularly misleading to draw conclusions about the parameter’s value
from the interval alone.
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Feldman-Cousins interval
naive frequentist interval Phys. Rev. D57, 3873 (1998) 
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whatever)	integration	is	done	

above	the	UL
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Confidence intervals from inversion of a test

• For confidence intervals for a parameter ✓, define a test of size ↵ for
the hypothesized value ✓ (repeat this for all ✓)

- If the observed data falls in the critical region, reject the value ✓.
- The values that are not rejected constitutes a confidence interval for µ at

confidence level CL = 1 � ↵.

• By construction the confidence interval will contain the true value of ✓
with probability � 1 � ↵.

* The interval depends on the choice of the test (critical region).
* If the test is formulated in terms of a p-value, p✓, then the confidence

interval represents those values of ✓ for which p✓ > ↵.
* To find the end points of the interval, set p✓ = ↵ and solve for ✓.

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016



Coincidence of frequentist and Bayesian intervals

If the expected background is zero, 
the Bayesian upper limit (for a 
Poisson RV) becomes equal to the 
limit determined by frequentist 
approach.

For more details, you may read e.g. 
a statistics review in PDG.
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37.4.1. Bayesian intervals :

As described in Sec. 37.2.4, a Bayesian posterior probability may be used to determine
regions that will have a given probability of containing the true value of a parameter.
In the single parameter case, for example, an interval (called a Bayesian or credible
interval) [θlo, θup] can be determined which contains a given fraction 1−α of the posterior
probability, i.e.,

1 − α =

∫ θup

θlo

p(θ|x) dθ . (37.55)

Sometimes an upper or lower limit is desired, i.e., θlo or θup can be set to a physical
boundary or to plus or minus infinity. In other cases, one might be interested in the set
of θ values for which p(θ|x) is higher than for any θ not belonging to the set, which may
constitute a single interval or a set of disjoint regions; these are called highest posterior
density (HPD) intervals. Note that HPD intervals are not invariant under a nonlinear
transformation of the parameter.

If a parameter is constrained to be non-negative, then the prior p.d.f. can simply be
set to zero for negative values. An important example is the case of a Poisson variable n,
which counts signal events with unknown mean s, as well as background with mean b,
assumed known. For the signal mean s, one often uses the prior

π(s) =

{
0 s < 0
1 s ≥ 0

. (37.56)

This prior is regarded as providing an interval whose frequentist properties can be studied,
rather than as representing a degree of belief. For example, to obtain an upper limit on
s, one may proceed as follows. The likelihood for s is given by the Poisson distribution
for n with mean s + b,

P (n|s) =
(s + b)n

n!
e−(s+b) , (37.57)

along with the prior (37.56) in (37.30) gives the posterior density for s. An upper limit
sup at confidence level (or here, rather, credibility level) 1 − α can be obtained by
requiring

1 − α =

∫ sup

−∞

p(s|n)ds =

∫ sup
−∞

P (n|s) π(s) ds
∫
∞

−∞
P (n|s) π(s) ds

, (37.58)

where the lower limit of integration is effectively zero because of the cut-off in π(s). By
relating the integrals in Eq. (37.58) to incomplete gamma functions, the solution for the
upper limit is found to be

sup = 1
2F−1

χ2 [p, 2(n + 1)] − b , (37.59)

where F−1
χ2 is the quantile of the χ2 distribution (inverse of the cumulative distribution).

Here the quantity p is

p = 1 − α
(
Fχ2 [2b, 2(n + 1)]

)
, (37.60)
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where Fχ2 is the cumulative χ2 distribution. For both Fχ2 and F−1
χ2 above, the argument

2(n + 1) gives the number of degrees of freedom. For the special case of b = 0, the limit
reduces to

sup = 1
2F−1

χ2 (1 − α; 2(n + 1)) . (37.61)

It happens that for the case of b = 0, the upper limit from Eq. (37.61) coincides
numerically with the frequentist upper limit discussed in Section 37.4.2.3. Values for
1−α = 0.9 and 0.95 are given by the values µup in Table 37.3. The frequentist properties
of confidence intervals for the Poisson mean found in this way are discussed in Refs. [2]
and [21].

As in any Bayesian analysis, it is important to show how the result changes
under assumption of different prior probabilities. For example, one could consider the
Jeffreys prior as described in Sec. 37.2.4. For this problem one finds the Jeffreys prior
π(s) ∝ 1/

√
s + b for s ≥ 0 and zero otherwise. As with the constant prior, one would not

regard this as representing one’s prior beliefs about s, both because it is improper and
also as it depends on b. Rather it is used with Bayes’ theorem to produce an interval
whose frequentist properties can be studied.

If the model contains nuisance parameters then these are eliminated by marginalizing,
as in Eq. (37.36), to obtain the p.d.f. for the parameters of interest. For example, if
the parameter b in the Poisson counting problem above were to be characterized by a
prior p.d.f. π(b), then one would first use Bayes’ theorem to find p(s, b|n). This is then
marginalized to find p(s|n) =

∫
p(s, b|n)π(b) db, from which one may determine an interval

for s. One may not be certain whether to extend a model by including more nuisance
parameters. In this case, a Bayes factor may be used to determine to what extent the
data prefer a model with additional parameters, as described in Section 37.3.3.

37.4.2. Frequentist confidence intervals :

The unqualified phrase “confidence intervals” refers to frequentist intervals obtained
with a procedure due to Neyman [29], described below. These are intervals (or in the
multiparameter case, regions) constructed so as to include the true value of the parameter
with a probability greater than or equal to a specified level, called the coverage probability.
It is important to note that in the frequentist approach, such coverage is not meaningful
for a fixed interval. A confidence interval, however, depends on the data and thus would
fluctuate if one were to repeat the experiment many times. The coverage probability
refers to the fraction of intervals in such a set that contain the true parameter value.
In this section, we discuss several techniques for producing intervals that have, at least
approximately, this property.
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Hypothesis test

• Consider e.g. a simple hypothesis H0 and an
alternative H1

• A (frequentist) test of H0:
Specify a critical region w of the data space ⌦ such
that, assuming H0 is correct, there is no more than
some (small) probability ↵ to observe data in w

P(~x 2 w|H0)  ↵

• ↵: “size” or “significance level” of the test

• If ~x is observed within w, we reject H0 with a
confidence level 1 � ↵

G. Cowan  Cargese 2012 / Statistics for HEP / Lecture 1 10 

Definition of a (frequentist) hypothesis test 
Consider e.g. a simple hypothesis H0 and alternative H1. 

A test of H0  is defined by specifying a critical region w of the 
data space such that there is no more than some (small) probability 
!, assuming H0 is correct,  to observe the data there, i.e., 

  P(x ! w | H0 ) " ! 

Need inequality if data are 
discrete. 

# is called the size or  
significance level of the test. 

If x is observed in the  
critical region, reject H0. 

data space $ 

critical region w 

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016 48
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Basics of parameter estimation

• The parameters of a PDF are constants characterizing its shape, e.g.

f(x; ✓) =
1
✓

e�x/✓

where ✓ is the parameter, while x is the random variable.
• Suppose we have a sample of observed values, ~x.

We want to find some function of the data to estimate the
parameter(s): ✓̂(~x).
Often ✓̂ is called an estimator.

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016



Hypothesis test

• Consider e.g. a simple hypothesis H0 and an
alternative H1

• A (frequentist) test of H0:
Specify a critical region w of the data space ⌦ such
that, assuming H0 is correct, there is no more than
some (small) probability ↵ to observe data in w

P(~x 2 w|H0)  ↵

• ↵: “size” or “significance level” of the test

• If ~x is observed within w, we reject H0 with a
confidence level 1 � ↵
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Definition of a (frequentist) hypothesis test 
Consider e.g. a simple hypothesis H0 and alternative H1. 

A test of H0  is defined by specifying a critical region w of the 
data space such that there is no more than some (small) probability 
!, assuming H0 is correct,  to observe the data there, i.e., 

  P(x ! w | H0 ) " ! 

Need inequality if data are 
discrete. 

# is called the size or  
significance level of the test. 

If x is observed in the  
critical region, reject H0. 

data space $ 

critical region w 
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Properties of estimators
• If we were to repeat the entire measurement, the set of estimates

would follow a PDF:

G. Cowan  Cargese 2012 / Statistics for HEP / Lecture 1 25 

Properties of estimators 
If we were to repeat the entire measurement, the estimates 
from each would follow a pdf: 

biased large 
variance 

best 

We want small (or zero) bias (systematic error): 
'  average of repeated measurements should tend to true value. 

And we want a small variance (statistical error): 
'  small bias & variance are in general conflicting criteria 

- We want small (or zero) bias () syst. error): b = E[✓̂] � ✓
- and we want a small variance () stat. error): V[✓̂]

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016



Hypothesis test

• Consider e.g. a simple hypothesis H0 and an
alternative H1

• A (frequentist) test of H0:
Specify a critical region w of the data space ⌦ such
that, assuming H0 is correct, there is no more than
some (small) probability ↵ to observe data in w

P(~x 2 w|H0)  ↵

• ↵: “size” or “significance level” of the test

• If ~x is observed within w, we reject H0 with a
confidence level 1 � ↵
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Definition of a (frequentist) hypothesis test 
Consider e.g. a simple hypothesis H0 and alternative H1. 

A test of H0  is defined by specifying a critical region w of the 
data space such that there is no more than some (small) probability 
!, assuming H0 is correct,  to observe the data there, i.e., 

  P(x ! w | H0 ) " ! 

Need inequality if data are 
discrete. 

# is called the size or  
significance level of the test. 

If x is observed in the  
critical region, reject H0. 

data space $ 

critical region w 
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Bias vs. Consistency

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016



Hypothesis test

• Consider e.g. a simple hypothesis H0 and an
alternative H1

• A (frequentist) test of H0:
Specify a critical region w of the data space ⌦ such
that, assuming H0 is correct, there is no more than
some (small) probability ↵ to observe data in w
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• ↵: “size” or “significance level” of the test

• If ~x is observed within w, we reject H0 with a
confidence level 1 � ↵
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Definition of a (frequentist) hypothesis test 
Consider e.g. a simple hypothesis H0 and alternative H1. 

A test of H0  is defined by specifying a critical region w of the 
data space such that there is no more than some (small) probability 
!, assuming H0 is correct,  to observe the data there, i.e., 

  P(x ! w | H0 ) " ! 

Need inequality if data are 
discrete. 

# is called the size or  
significance level of the test. 

If x is observed in the  
critical region, reject H0. 

data space $ 

critical region w 
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Likelihood function
The likelihood function

• Suppose the entire result of an experiment (set of measurements) is a
collection of numbers ~x, and suppose the joint PDF for the data ~x is a
function depending on a set of parameters ~✓: f(~x; ~✓)

• Evaluate this function with the measured data ~x, regarding this as a
function of ~✓ only. This is the likelihood function.

L(~✓) = f(~x; ~✓) (~x, fixed)

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016



Hypothesis test

• Consider e.g. a simple hypothesis H0 and an
alternative H1

• A (frequentist) test of H0:
Specify a critical region w of the data space ⌦ such
that, assuming H0 is correct, there is no more than
some (small) probability ↵ to observe data in w

P(~x 2 w|H0)  ↵

• ↵: “size” or “significance level” of the test

• If ~x is observed within w, we reject H0 with a
confidence level 1 � ↵
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Definition of a (frequentist) hypothesis test 
Consider e.g. a simple hypothesis H0 and alternative H1. 

A test of H0  is defined by specifying a critical region w of the 
data space such that there is no more than some (small) probability 
!, assuming H0 is correct,  to observe the data there, i.e., 

  P(x ! w | H0 ) " ! 

Need inequality if data are 
discrete. 

# is called the size or  
significance level of the test. 

If x is observed in the  
critical region, reject H0. 

data space $ 

critical region w 
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So we define the max. likelihood (ML) estimator(s) to be the 
parameter value(s) for which the L becomes maximum.
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The likelihood function for i.i.d. data
i.i.d. = independent and identically distributed

• Consider n independent observations of {x : x1, · · · , xn}, where x
follows f(x, ✓).
The joint PDF for the whole data sample is:

f(x1, · · · , xn; ~✓) =
nY

i=1

f(xi; ~✓)

• In this case, the likelihood function is

L(~✓) =
nY

i=1

f(xi; ~✓) (xi constant)

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016



Hypothesis test

• Consider e.g. a simple hypothesis H0 and an
alternative H1

• A (frequentist) test of H0:
Specify a critical region w of the data space ⌦ such
that, assuming H0 is correct, there is no more than
some (small) probability ↵ to observe data in w

P(~x 2 w|H0)  ↵

• ↵: “size” or “significance level” of the test

• If ~x is observed within w, we reject H0 with a
confidence level 1 � ↵
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Definition of a (frequentist) hypothesis test 
Consider e.g. a simple hypothesis H0 and alternative H1. 

A test of H0  is defined by specifying a critical region w of the 
data space such that there is no more than some (small) probability 
!, assuming H0 is correct,  to observe the data there, i.e., 

  P(x ! w | H0 ) " ! 

Need inequality if data are 
discrete. 

# is called the size or  
significance level of the test. 

If x is observed in the  
critical region, reject H0. 

data space $ 

critical region w 
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ML estimator example: fitting to a straight line

• Suppose we have a set of data:
(xi, yi, �i), i = 1, · · · , n.

• Modeling: yi are independent and follow
yi ⇠ G(µ(xi), �i) (G: Gaussian) where
µ(xi) are modelled as
µ(x; ✓0, ✓1) = ✓0 + ✓1x
Assume xi and �i are known.

• Goal: to estimate ✓0
Here, let’s suppose we don’t care about
✓1 (an example of a nuisance parameter)

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016



Hypothesis test

• Consider e.g. a simple hypothesis H0 and an
alternative H1

• A (frequentist) test of H0:
Specify a critical region w of the data space ⌦ such
that, assuming H0 is correct, there is no more than
some (small) probability ↵ to observe data in w

P(~x 2 w|H0)  ↵

• ↵: “size” or “significance level” of the test

• If ~x is observed within w, we reject H0 with a
confidence level 1 � ↵

G. Cowan  Cargese 2012 / Statistics for HEP / Lecture 1 10 

Definition of a (frequentist) hypothesis test 
Consider e.g. a simple hypothesis H0 and alternative H1. 

A test of H0  is defined by specifying a critical region w of the 
data space such that there is no more than some (small) probability 
!, assuming H0 is correct,  to observe the data there, i.e., 

  P(x ! w | H0 ) " ! 

Need inequality if data are 
discrete. 

# is called the size or  
significance level of the test. 

If x is observed in the  
critical region, reject H0. 

data space $ 

critical region w 
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Wilk’s	theorem

ML fit with Gaussian data

• In this example, the yi are assumed independent, so that likelihood
function is a product of Gaussians:

L(✓0, ✓1) =
nY

i=1

1p
2⇡�i

exp

"
�1

2
(yi � µ(xi; ✓0, ✓1))

2

�2
i

#

• Then maximizing L is equivalent to minimizing

�2(✓0, ✓1) = �2 ln L(✓0, ✓1) + C =
nX

i=1

(yi � µ(xi; ✓0, ✓1))
2

�2
i

i.e., for Gaussian data, ML fitting is the same as the method of least
squares

Y. Kwon (Yonsei Univ.) Practical Statistics for Particle Physicists Oct. 12–25, 2016



ML fit or Least-square fit?
Consider we have a random variable x ∈ [0, 3], and a 
distribution f(x). 

In a series of measurements, we obtained 

•9 events in [0,1), 10 events in [1,2), and 8 events in [2,3] 

•We have a model of uniform f(x), and would like to estimate the 
mean value of ∫ f(x) dx for each histogram bin. 

Run a thought-experiment, comparing 

•maximum likelihood method, and least-square method 

•Do they give the same result?

55
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Hypothesis test

• Consider e.g. a simple hypothesis H0 and an
alternative H1

• A (frequentist) test of H0:
Specify a critical region w of the data space ⌦ such
that, assuming H0 is correct, there is no more than
some (small) probability ↵ to observe data in w

P(~x 2 w|H0)  ↵

• ↵: “size” or “significance level” of the test

• If ~x is observed within w, we reject H0 with a
confidence level 1 � ↵
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Definition of a (frequentist) hypothesis test 
Consider e.g. a simple hypothesis H0 and alternative H1. 

A test of H0  is defined by specifying a critical region w of the 
data space such that there is no more than some (small) probability 
!, assuming H0 is correct,  to observe the data there, i.e., 

  P(x ! w | H0 ) " ! 
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# is called the size or  
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If x is observed in the  
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data space $ 

critical region w 
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Bayesian likelihood function
• Suppose our L-function contains two parameters ✓0 and ✓1, where we have

some knoweldege about the prior probability on ✓1 from previous
measurements:

⇡(✓0, ✓1) = ⇡0(✓0)⇡1(✓1)

⇡0(✓0) = const.

⇡1(✓1) =
1p

2⇡�p
e�(✓1�✓p)

2/2�2
p

• Putting this into the Bayes’ theorem gives the posterior probability:

p(✓0, ✓1|~x) /
nY

i=1

1p
2⇡�i

e�(yi�µ(xi;✓0,✓1))
2/2�2

i ⇡0
1p

2⇡�p
e�(✓1�✓p)

2/2�2
p

• Then, p(✓0|~x) =
R

p(✓0, ✓1|~x) d✓1

Y. Kwon (Yonsei Univ.) Statistical methods for HEP analysis Feb.19, 2013 56
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with alternative priors
• Suppose we don’t have a previous measurement of ✓1 but rather a theorist

saying that ✓1 should be > 0 and not too much greater than, say, 0.1 or so.
In that case, we may try modeling the prior for ✓1 as something like

⇡1(✓1) =
1
⌧

e�✓1/⌧ , ✓1 � 0, ⌧ = 0.1

• From this we obtain (numerically) the posterior PDF for ✓0

• This plot summarizes all knowledge about
✓0.

Y. Kwon (Yonsei Univ.) Statistical methods for HEP analysis Jan. 20, 2014 57
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Exercises
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why? ⇡(H)= prior probability; 
    flat over [-1, +1]

Problems on Statistical Methods for HEP analyses

You may approach the problems numerically using Monte-Carlo method, if pos-

sible.

1. Setting limits:

(a) The parameter S is measured to be �1.1 ± 0.4. What is the Bayesian
90% CL upper limit on S given that S is physically bound within the
interval [�1,+1]?

(b) Determine the 90% CL upper limit on the signal yield µ given a back-
ground expectation of one event (ignore systematic uncertainties) and
an observed yield of one event for a rare decay search.

2. Hypothesis testing:

(a) Given the data ⌦(x) = {0.00, 0.10, 0.15, 0.20, 0.21}, use Bayes’ theo-
rem to compare the hypothesis that the data are uniformly distributed
over [0, 0.5] against the hypothesis that the data follow Gaussian distri-
bution with a mean of 0.15 and a standard distribution of 0.9. Which
hypothesis agrees better with the data? Quantify your judgement.

(b) What is the p-value obtained for a rare decay experiment where one
event is expected and we observe five events? Does this result meet
the PRL criterion (3�) for claiming ‘evidence’? What if you observe 12
events where five events are expected?

3. The ratio of energy and momentum (E/p) for a charged particle is used to
identify electrons against other particle types. Assume that it takes a value
within the interval [0.0, 1.2].

(a) Assuming that the production of all three types of charged particles are
equal, define a Bayesian classifier based on a Gaussian distributions
with µ = 1.0 for an electron, 0.5 for ⇡

± and 0.1 for µ

±. For simplicity,
let’s assume all three PDFs have a width of � = 0.2. Classify the tracks
with the following measured values of E/p: 0.0, 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9 and 1.0.

(b) Repeat the above problem, but with the assumption that the expected
fraction of charged particles in the experiment is 80% for ⇡±, 10% for
µ

± and 10% for e±.

1
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Problems on Statistical Methods for HEP analyses

You may approach the problems numerically using Monte-Carlo method, if pos-

sible.

1. Setting limits:

(a) The parameter S is measured to be �1.1 ± 0.4. What is the Bayesian
90% CL upper limit on S given that S is physically bound within the
interval [�1,+1]?

(b) Determine the 90% CL upper limit on the signal yield µ given a back-
ground expectation of one event (ignore systematic uncertainties) and
an observed yield of one event for a rare decay search.

2. Hypothesis testing:

(a) Given the data ⌦(x) = {0.00, 0.10, 0.15, 0.20, 0.21}, use Bayes’ theo-
rem to compare the hypothesis that the data are uniformly distributed
over [0, 0.5] against the hypothesis that the data follow Gaussian distri-
bution with a mean of 0.15 and a standard distribution of 0.9. Which
hypothesis agrees better with the data? Quantify your judgement.

(b) What is the p-value obtained for a rare decay experiment where one
event is expected and we observe five events? Does this result meet
the PRL criterion (3�) for claiming ‘evidence’? What if you observe 12
events where five events are expected?

3. The ratio of energy and momentum (E/p) for a charged particle is used to
identify electrons against other particle types. Assume that it takes a value
within the interval [0.0, 1.2].

(a) Assuming that the production of all three types of charged particles are
equal, define a Bayesian classifier based on a Gaussian distributions
with µ = 1.0 for an electron, 0.5 for ⇡

± and 0.1 for µ

±. For simplicity,
let’s assume all three PDFs have a width of � = 0.2. Classify the tracks
with the following measured values of E/p: 0.0, 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9 and 1.0.

(b) Repeat the above problem, but with the assumption that the expected
fraction of charged particles in the experiment is 80% for ⇡±, 10% for
µ

± and 10% for e±.

1



(Example) a T2K result
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FIG. 4. Distribution of invariant mass M
inv

when each event is forced to be reconstructed into two

rings. The data are shown using points with error bars (statistical only) and the MC predictions

are in shaded histograms, corresponding to oscillated ⌫
e

CC signal and various background sources

for sin2 2✓13 = 0.1. The last bin shows overflow entries. The vertical line shows the applied cut at

105 MeV/c2.

To compute the expected number of events at the far detector N exp

SK

, we use the near

detector ⌫
µ

CC interaction rate measurement as normalization, and the ratio of expected

events in the near and far detectors, where common systematic errors cancel. Using Eq. 1,

this can be expressed as:

N exp

SK

=
⇣
Rµ,Data

ND

/Rµ,MC

ND

⌘
·NMC

SK

, (2)

where NMC

SK

is the MC number of events expected in the far detector. Due to the correlation

of systematic errors in the near and far detector samples, Eq. 2 reduces the uncertainty on the

expected number of events. Event rates are computed incorporating three-flavor oscillation

13

PRL	107,	041801	(2011)

T2K	observed	6	candidate	
events	of	νμ	➔	νe	

while	a	background	of	1.5±03	
events	is	expected.	

•How	significant	is	this	signal?	

•How	to	include	the	systematic	
uncertainty	in	the	analysis?	

•What	is	the	relevant	‘limit’	
from	this	result?
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(Ex) “Bayesian classifier”

Problems on Statistical Methods for HEP analyses

You may approach the problems numerically using Monte-Carlo method, if possible.

1. Setting limits:

(a) The parameter S is measured to be �1.1 ± 0.4. What is the Bayesian 90%
CL upper limit on S given that S is physically bound within the interval
[�1,+1]?

(b) Determine the 90% CL upper limit on the signal yield µ given a background
expectation of one event (ignore systematic uncertainties) and an observed
yield of one event for a rare decay search.

2. Hypothesis testing:

(a) Given the data ⌦(x) = {0.00, 0.10, 0.15, 0.20, 0.21}, use Bayes’ theorem to
compare the hypothesis that the data are uniformly distributed over [0, 0.5]
against the hypothesis that the data follow Gaussian distribution with a
mean of 0.15 and a standard distribution of 0.9. Which hypothesis agrees
better with the data? Quantify your judgement.

(b) What is the p-value obtained for a rare decay experiment where one event
is expected and we observe five events? Does this result meet the PRL
criterion (3�) for claiming ‘evidence’? What if you observe 12 events where
five events are expected?

3. The ratio of energy and momentum (E/p) for a charged particle is used to
identify electrons against other particle types. Assume that it takes a value
within the interval [0.0, 1.2].

(a) Assuming that the production of all three types of charged particles are
equal, define a Bayesian classifier based on a Gaussian distributions with
µ = 1.0 for an electron, 0.38 for ⇡

± and 0.08 for µ

±. For simplicity, let’s
assume all three PDFs have a width of � = 0.2. Classify the tracks with
the following measured values of E/p: 0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7,
0.8, 0.9 and 1.0.

(b) Repeat the above problem, but with the assumption that the expected frac-
tion of charged particles in the experiment is 80% for ⇡±, 10% for µ± and
10% for e±.

1
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• Given some data that can be tested against a set of classifications given by

hypotheses Hi.

• For each event !j in the data set we compute P (!j |Hi) for all i.

• Find i where Hi gives the largest value of P over all i’s, and we classify

the event !j as belonging to the category j.

Problems on Statistical Methods for HEP analyses

You may approach the problems numerically using Monte-Carlo method, if possible.

1. Setting limits:

(a) The parameter S is measured to be �1.1 ± 0.4. What is the Bayesian 90%
CL upper limit on S given that S is physically bound within the interval
[�1,+1]?

(b) Determine the 90% CL upper limit on the signal yield µ given a background
expectation of one event (ignore systematic uncertainties) and an observed
yield of one event for a rare decay search.

2. Hypothesis testing:

(a) Given the data ⌦(x) = {0.00, 0.10, 0.15, 0.20, 0.21}, use Bayes’ theorem to
compare the hypothesis that the data are uniformly distributed over [0, 0.5]
against the hypothesis that the data follow Gaussian distribution with a
mean of 0.15 and a standard distribution of 0.9. Which hypothesis agrees
better with the data? Quantify your judgement.

(b) What is the p-value obtained for a rare decay experiment where one event
is expected and we observe five events? Does this result meet the PRL
criterion (3�) for claiming ‘evidence’? What if you observe 12 events where
five events are expected?

3. The ratio of energy and momentum (E/p) for a charged particle is used to
identify electrons against other particle types. Assume that it takes a value
within the interval [0.0, 1.2].

(a) Assuming that the production of all three types of charged particles are
equal, define a Bayesian classifier based on a Gaussian distributions with
µ = 1.0 for an electron, 0.38 for ⇡

± and 0.08 for µ

±. For simplicity, let’s
assume all three PDFs have a width of � = 0.2. Classify the tracks with
the following measured values of E/p: 0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7,
0.8, 0.9 and 1.0.

(b) Repeat the above problem, but with the assumption that the expected frac-
tion of charged particles in the experiment is 80% for ⇡±, 10% for µ± and
10% for e±.

1

(Ex) “Bayesian classifier”


