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LHCb SAM SUITE in nutshells (CE)LHCb SAM SUITE in nutshells (CE) 
• 2 independent instances running CE tests

•Problem with the framework  9th of December because of known issue with SAM 
clients not supporting soft links and then need to migrate to a dedicated box• 2 independent instances running CE tests
– DIRAC3 and LHCB specific tests + installation of core application (if in not ‘safe’ 

mode)
• Gauss Boole Brunel DaVinci, Dirac-Install, queues check , OS check

pp g g
(Savannah bug #45246). No data available till 13th of Dec

•Problem with the framework not robust enough since the 20th of December because
of some jobs lost (due to network problem) and it was not submitting CE test jobs. , , q ,

– running as SGM  
– not critical in WLCG FCR 
– Offering however the effective LHCB perception of site usability 
– Submitted via DIRAC

•Reported via GGUS# 45090
•We discovered that issue (also affecting other tests) only after Xmas break 

– Trivial infrastructure tests 
• “JS”,”CSH” and “Swdir” (inherited from ops running with lhcb production credentials)

– disentangled from DIRAC (following a bad experience with missing tests for some internal 
DIRAC problems for several months)

– Critical in FCR
– Targeted to test really problems with the site infrastructure (and then sysadmin should mind of)
– Using dedicate machine and a SAM UI installed from CVS 

– Plan to include more  tests (critical in the past): 
• ConditionDB access
• LHCb-availability test that shows the impossibility (from DIRAC) to submit to the CE (like 

JS test)
• Include in DIRAC submission framework and polish a bit infrastructure trivial tests



LHCb SAM suite in nutshells (SE)LHCb SAM suite in nutshells (SE)
• SRM/SE/SRMv2 tests: ping-pong in December/January as far as concerns the test 

results publication for the SE  that also caused some troubles until January the 15th

– We moved with some inertial latency from SRM to SE (aim to have a sensor stably present in the 
list of critical sensors used in WLCG to compute site service reliability) 

– realized the 8th of December that only SRMv2 is critical. 
– Final measure to guarantee test results for SRMv2 only adopted the 15th of January when we 

•Fairly smooth behavior for all sites until the 10th  

• Apart from GridKA for the file access test (problem under investigation since long time
moved the FileAccessTest to SRMv2 and set it critical via FCR. For that reason we had no “real” 
critical test results available for SRMv2 during Xmas break apart  a trivial test that was checking 
for the space token information published in the site bdii

– Asked GridView to re-compute at least  January reliability by taking into account retroactively
this test results

Apart from GridKA for the file access test (problem  under investigation since long time 
cf GGUS # 43893) we noticed that all sites had bad results only because of external/general 

causes.
•The red traces in the period from 14th -16th for all sites are commonly due to CE tests 

•ASGC is not an LHCb T1
•Still waiting GridView to consider NL T1 as a single site and not two Tier1sthis test results.

• The 23rd of January after more than one month of evidence that this test was 
running fine and reporting coherently, we also set another test (DIRAC-unit-
testUSER) critical  (uses DIRAC code checks for all  data operations against SRMv2 

d i t ‘ l ’ LHCb)
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containing  buggy code of “caver “test (set critical at that time).
•The other red traces around the 25th (for all sites)  are due to SRMv2 test checking the space 
tokens on the site bdii . Lost track of the reason of this failure though it looks like a 

•Still waiting GridView to consider NL-T1 as a single site and not two Tier1s 
(merging NIKHEF and SARA) 

endpoints ‘a la’ LHCb).
– Check directory, check files, write file, retrieve metadata and tURL of a file, removes a file
– Preferred to not set it critical during unattended period of Xmas. 

• Failures of these tests are monitored on almost daily basis and problems reported 

network problem (being common across all sites)

a u es o t ese tests a e o to ed o a ost da y bas s a d p ob e s epo ted
via GGUS. LHCb ops e-Log contains a dedicated section for SAM information

– http://lblogbook.cern.ch/Operations/?System=%5ESAM%24
– File Access test has a problem since ever at GridKA. (GGUS # 43893)
– File Access spotted also problems due to 64 bit OS and 32 bit compatibility at PIC and CNAF– File Access spotted also problems due to 64-bit OS and 32 bit compatibility at PIC and CNAF 

(GGUS #45532 and GGUS #45301) and a dCache client packaging bug



LHCb DashboardLHCb Dashboard
Following several request of clarification from many T1 

sys admins I want to point out the new GUI forsys-admins I want to point out the new GUI for 
displaying SAM test results for LHCb

The dashboard is in sync with SAM as far as concerns test results 
and their criticality 
The dashboard offers different groupings and availability 
definitions that better fit with LHCb site-usability perception
The dashboard offers historical views of results and availability ff f y
measurements 
Still a tool in development and we spotted several bugs

http://dashb-lhcb-sam.cern.ch/dashboard/request.py/latestresultssmry


