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SAM framework for ALICE: last newsSAM framework for ALICE: last news
Entablishment of a collaboration with VECC-T2 site 
(India) for the improvement and maintenance of the SAM 
structure for the ALICE experiment

Based on the good experiences gained in the past while 
creating the SAM-VOBOX test environment for ALICE
Defined a ain in N ember 2008Defined again in November 2008
November-December 2008 achievements:

Documentation of the SAM-VOBOX test suite for ALICEDocumentation of the SAM-VOBOX test suite for ALICE
Migration of the CE sensor tests from RB to WMS submission mode

Future plans: p
Creation of a WMS sensor test suite
(Proposed already during the F2F MB meeting in November 2008)



December 2008 resultsDecember 2008 results
Good results for all T1 sites in Dec’08

FZK instabilities 
during one week in 

December

RAL instabilities 
during few days in 

DecemberDecember



FZK StatusFZK Status
SAM reported errors asociated to the CE sensor related 
to the job submission test (CT for ALICE)

Affecting  all CEs at the site
ce-[1…5]-fzk.gridka.de
Period from 26/12 until 31/12
ce 4 was declared in scheduled downtime from 22/12 until the 07/01ce-4 was declared in scheduled downtime from 22/12 until the 07/01
The SAM report shows a problem associated to the local queue

• Corresponding to the 26th of• Corresponding to the 26th of 
December
• ce-2-fzk.gridka.de (Similar 
results for the rest of theresults for the rest of the 
queues)
• Job was properly assgined by 
the WMS



Question associated to SAMQuestion associated to SAM
Status of FZK (site with 5 CEs) during Dec08

At a certain point the situation of FZK was the following:
3 CEs properly running
1 CE fully down
1 CE in scheduled downtime

The final status of the siteThe final status of the site 
at that point was fully available
(from the CE sensor point of view)(from the CE sensor point of view)

It seems that it is enough one CE
at the site properly running to consider the site as fully availableat the site properly running to consider the site as fully available

At the same level that any other site with the whole bunch of CEs 
properly working 



RAL StatusRAL Status
RAL had some issues at the beginning of the Dec’08 
during some few days

• User Proxy problem 
observed at the queue
• Job properly submitted byJob properly submitted by 
the RB, began to see the 
problems at the CE level



RAL effects for the ALICE productionRAL effects for the ALICE production
No ALICE jobs beeing executed at the site at that 
moment



ConclusionsConclusions
Although not running a large number of jobs,  ALICE was 
in production at that time
T1 stability in Dec.08 was very good for ALICE

The T1 support was efficient (as usual)

Dec08 running period - mostly WMS related issues -
presented at GDB in January, being addressed
The inclusion of a new sensor related to the WMS and 
the setup of the CREAM-CE at all sites are the most 
important goals of the experiment at this moment


