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SCRIBE overview
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SCRIBE (Slow Control and Run Initialization byte-wise environment)
is a new web Slow Control & Monitoring system featuring SRS
ZeroSuppression implementation

• Graphical interface works through dynamic web-app
• FEC configuration via web
• Multi-client, x-platform, x-device
• Easy to learn (self-explained)
• Immediate feedback with real-time plots
• Integration with DATE and AMORE



Outline

New Implementations
- New version of SCRIBE to be rolled out by this week

- Feature to take several runs unmanned
- Added rate per run
- Embedded real-time SRS AMORE analysis

- AMORE with improved mapping
- AMORE with increased performance running agents in 

parallel

3

In view of the imminent GE1/1 mass production, the CMS
collaboration made an effort to simplify data-taking and data-
analysis for reducing time needed to characterize and qualify new
constructed detectors.



New version of SCRIBE expected by this week
Feature to take several runs unmanned
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DAQ will take N run one after the other.
We use this feature when we want to take 10M events 
spit into a N of files. In this way as soon as a run is 
over SRS AMORE process starts the analysis seamless 
and unmanned.



New version of SCRIBE expected by this week
Feature to embed AMORE seamlessly 
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Amore agent settings are available and modifiable online, data-
analysis takes place automatically in background on the latest 
rawdata file
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User can decide to re-analyze a run just entering run number here

New version of SCRIBE expected by this week
Feature to embed AMORE seamlessly 
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1) Once DAQ has acquired the 
desired triggers it sends the 
rawfile to be analyzed in a 
dedicated pool, DAQ can resume 
to take-data

Raw data pool 
with files to be 

analyzed

DAQ

AMORE 
processes 

distributed in N 
cores

New version of SCRIBE expected by this week
Feature to embed AMORE seamlessly 

Available for standard PC and cluster of computer
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2) The pool gets populated with all runs that should be 
processed, the pool is organized with a queue, first run that 
arrives is the first run to get analyzed.

The Analysis works with 4 (or more depending on your CPU)
AMORE Agents in parallel so 4 raw data files get analyzed.

The pool can manage any queue length, so if more than 4
rawfiles are in the queue they will wait for a free Agent

Raw data pool 
with files to be 

analyzed

DAQ

AMORE 
processes 

distributed in N 
cores

New version of SCRIBE expected by this week
Feature to embed AMORE seamlessly 
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3) Once a rawfile has been analyzed that job is removed by
the pool releasing the AMORE agent and the CORE.

The pool and the analysis work seamless in SCRIBE without
any need for issuing commands/buttons, the pool/analysis
are always ON waiting for jobs to be submitted. CPU
consumption of the scheduler that manages the pool is
insignificant once pool is idle.

Raw data pool 
with files to be 

analyzed

DAQ

AMORE 
processes 

distributed in N 
cores

New version of SCRIBE expected by this week
Feature to embed AMORE seamlessly 



DATA-Taking -> Data-Analysis -> Data-Quality Monitoring

Now SCRIBE features automatic data-analysis with pool of 
Agents running in parallel and a DQM to show user-defined 

sets of plots

New version of SCRIBE expected by this week
Feature to embed AMORE seamlessly 



New version of SCRIBE expected by this week
added run per rate
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In the data-folder SCRIBE writes automatically:
- Rawdata files
- Rootdata of the pedestal
- Rootdata SRS AMORE
- Time of the run in seconds

Folder where SCRIBE is saving DATA (set by User in DAQ tab)



New AMORE with flexible customizable 
APV channel -> physics strip mapping
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The CMS GE11 readout board has different sector routing for some APV, we implemented 
this functionality in AMORE so that every APV can have its own mapping.

AMORE mapping file



Can a standard PC afford to do online full-event analysis at kHz level?
A few things to note:

• In a cluster of computer it’s “easy” to parallelize things to do. This is achieved
reserving a number of COREs and submitting jobs, a dedicated
scheduler/framework balances workloads (the scheduler needs a few cores for
itself).

• Standard pc has limited number of COREs (typically 4..), to implement parallel job
submission, a scheduler has to be implemented to monitor/check CPU available
resources and balance workload at runtime. Scheduler must be cpu-resource light

• What about Intel Hyper-threading (HT) proprietary technology?
• This is available by default on all recent (<5years) Intel CPU
• Linux is compatible with HT Intel firmware from kernel 2.4 (SL5 has 2.6)
• HT allows to operating system to use 8 CORES (4 are virtual of course but HT

firmware manages that transparently allowing us to exploit more efficient
workload balance among jobs in the COREs.

13

SCRIBE Embedded real-time SRS AMORE analysis performance



Can a standard pc afford to do online full-event analysis at kHz level?

0

500

1000

1500

2000

2500

3000

3500

4000

4500

400

900

0 20 40 60

TO
TA

L 
R

A
TE

 [
H

z]

R
at

e
 p

e
r 

C
P

U
 [

H
z]

Time (arbitrary time unit - AMORE cycle)

CPU2

CPU3

CPU4

CPU5

CPU6

CPU7

CPU1

Total

Injecting a new rawdata run into 
the CPU POOL, each injected job 
runs on a HT CORE (max is 8)
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SCRIBE Embedded real-time SRS AMORE analysis performance

Using 24 APV



Can a standard pc afford to do online full-event analysis at kHz level?
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Single-core AMORE process slows 
down over time, but this is 
normal and observed even with 
only one process submitted, it is 
due to wrongly estimated rate at 
beginning of analysis and 
memory entropy in the ram
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SCRIBE Embedded real-time SRS AMORE analysis performance

Using 24 APV



Can a standard pc afford to do online full-event analysis at kHz level?

0

500

1000

1500

2000

2500

3000

3500

4000

4500

400

900

0 20 40 60

TO
TA

L 
R

A
TE

 [
H

z]

R
at

e
 p

e
r 

C
P

U
 [

H
z]

Time (arbitrary time unit - AMORE cycle)

CPU2

CPU3

CPU4

CPU5

CPU6

CPU7

CPU1

Total

Red curve is the figure of merit,
AMORE can run at ~3 kHz in i7 Intel
(2nd gen)
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SCRIBE Embedded real-time SRS AMORE analysis performance

Using 24 APV



Can a standard pc afford to do online full-event analysis at kHz level?
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This is the figure of merit, AMORE can run 
at ~3 kHz in i7 Intel (2nd gen)

Considering that we measured a CPU 
gain of 25% increase when using 
sigma=3 and expected 20% CPU 
increase when moving to i7 Haswell
CPU AMORE will run at ~4kHz, the 
bottle-neck will be DAQ DATE
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SCRIBE Embedded real-time SRS AMORE analysis performance

Using 24 APV



Can a standard pc afford to do online full-event analysis at kHz level?
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This is the figure of merit, AMORE can run 
at ~3 kHz in i7 Intel (2nd gen)

Considering that we measured a CPU 
gain of 25% increase when using 
sigma=3 and 20% cpu increase when 
moving to Haswell i7 AMORE will run 
at ~4kHz, the bottle-neck will be DAQ 
DATE

-> The AMORE ANALYSIS will be 
equally fast or even faster than the 
DAQ (that can run only in 1 core)
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SCRIBE Embedded real-time SRS AMORE analysis performance

Using 24 APV



Some highlights from QC plots for detector 
validation to show benefits of SCRIBE and ZS
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Single-strip level (3072) analysis of old CMS prototype version 
(GE1/1-III) irradiated with X-ray.
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Detector response strip by strip
As QC we intend to read 

out strip by strip and sector 
by sector the detector 
response, so we study 
independently all the 

spectra of 3072 channels
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Single-strip level (3072) analysis of old CMS prototype version 
(GE1/1-III) irradiated with X-ray.



Detector inside the x-ray box, fully illuminated



A few representative raw spectra [slice=79 eta1-8]
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Mean of pulse height spectrum (in ADC counts) for all 3072 strips


