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Beyond SM Higgs sector

• Simple extension to SM Higgs sector:
add second complex doublet → 2HDM
• e.g. Minimal Supersymmetric Standard Model (MSSM)

• 5 physical scalar Higgs bosons:
• Neutral, CP-even h (light) and H (heavier)
• Neutral, CP-odd A (pseudoscalar)
• Charged Higgs bosons
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2HDM H+ searches at CMS

Run I (7–8 TeV)

• H+ → τν (HIG-14-023, Charged14)

• τh+jets, µτh,
lepton+jets, dilepton

• H+ → tb (HIG-14-023, Charged14)

• H+ → cs (HIG-13-035, Charged14)

• NEW: H+ → cb (HIG-16-030)

• NEW: H+ → τhν with τh+jets
(HIG-16-031)
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2HDM H+ searches at CMS

Run I (7–8 TeV)

• H+ → τν (HIG-14-023, Charged14)

• τh+jets, µτh,
lepton+jets, dilepton

• H+ → tb (HIG-14-023, Charged14)

• H+ → cs (HIG-13-035, Charged14)

• NEW: H+ → cb (HIG-16-030)

• NEW: H+ → τhν with τh+jets
(HIG-16-031)
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FIG. 2: Decay branching ratios of H, A and H± in the four different types of THDM as a function

of tan β for mH = mA = mH± = 150 GeV and M = 149 GeV. The SM-like limit sin(β − α) = 1 is

taken, where h is the SM-like Higgs boson.

small or negligible. The decay pattern of h is almost the same as that of the SM Higgs

boson with the same mass at the leading order except for the loop-induced channels when

sin(β − α) = 1. In this case, H does not decay into the gauge boson pair at tree level, so

it mainly decays into fermion pairs2. We note that A and H± do not decay into the gauge

boson pair at the tree level for all values of sin(β − α).

The decay patterns are therefore completely different among the different types of Yukawa

interactions [11, 12]. For the decays of H and A, we take into account the decay channels

2 In the case with a more complicated mass spectrum a heavy Higgs boson can decay into the states which

contain lighter Higgs bosons [34].
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2HDM H+ searches at CMS

Run I (7–8 TeV)

• H+ → τν (HIG-14-023, Charged14)

• τh+jets, µτh,
lepton+jets, dilepton

• H+ → tb (HIG-14-023, Charged14)

• H+ → cs (HIG-13-035, Charged14)

• NEW: H+ → cb (HIG-16-030)

Run II (13 TeV)

• NEW: H+ → τhν with τh+jets
(HIG-16-031)
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of tan β for mH = mA = mH± = 150 GeV and M = 149 GeV. The SM-like limit sin(β − α) = 1 is

taken, where h is the SM-like Higgs boson.

small or negligible. The decay pattern of h is almost the same as that of the SM Higgs

boson with the same mass at the leading order except for the loop-induced channels when

sin(β − α) = 1. In this case, H does not decay into the gauge boson pair at tree level, so

it mainly decays into fermion pairs2. We note that A and H± do not decay into the gauge

boson pair at the tree level for all values of sin(β − α).

The decay patterns are therefore completely different among the different types of Yukawa

interactions [11, 12]. For the decays of H and A, we take into account the decay channels

2 In the case with a more complicated mass spectrum a heavy Higgs boson can decay into the states which

contain lighter Higgs bosons [34].
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Charged14 / Run I summary10.2 Limits on charged Higgs boson production with branching fraction assumed 29
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Figure 8: Expected and observed 95% CL model-independent upper limits on B(t !
H+b) B(H+ ! t+nt) with mH+ = 80–160 GeV (left), and on s(pp ! t(b)H+) B(H+ ! t+nt)
with mH+ = 180–600 GeV (right) for the H+ ! t+nt search in the th+jets final state. The
regions above the solid lines are excluded.

Table 10: Expected and observed 95% CL model-independent upper limits on B(t !
H+b) B(H+ ! t+nt) for mH+ = 80–160 GeV (top), and on s(pp ! t(b)H+) B(H+ ! t+nt)
for mH+ = 180–600 GeV (bottom), for the H+ ! t+nt search in the th+jets final state.

mH+ Expected limit Observed
[ GeV ] �2s �1s median +1s +2s limit

95% CL upper limit on B(t ! H+b) B(H+ ! t+nt)
80 0.0059 0.0079 0.0112 0.0160 0.0221 0.0120
90 0.0042 0.0057 0.0080 0.0115 0.0160 0.0092

100 0.0033 0.0044 0.0062 0.0089 0.0124 0.0061
120 0.0018 0.0024 0.0034 0.0049 0.0069 0.0028
140 0.0012 0.0017 0.0024 0.0034 0.0048 0.0017
150 0.0011 0.0015 0.0021 0.0031 0.0043 0.0015
155 0.0012 0.0016 0.0023 0.0033 0.0046 0.0016
160 0.0011 0.0016 0.0022 0.0032 0.0045 0.0015

95% CL upper limit on s(pp ! t(b)H+) B(H+ ! t+nt) [pb]
180 0.213 0.289 0.409 0.587 0.816 0.377
190 0.188 0.254 0.358 0.516 0.719 0.373
200 0.152 0.205 0.291 0.423 0.587 0.361
220 0.114 0.155 0.221 0.321 0.448 0.332
250 0.081 0.110 0.159 0.231 0.328 0.267
300 0.048 0.065 0.096 0.142 0.205 0.153
400 0.022 0.032 0.049 0.076 0.115 0.054
500 0.014 0.021 0.033 0.056 0.088 0.032
600 0.011 0.016 0.028 0.047 0.076 0.025

H+ → τhν 80–160 GeV
Observed: 1.2–0.15%
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Figure 8: Expected and observed 95% CL model-independent upper limits on B(t !
H+b) B(H+ ! t+nt) with mH+ = 80–160 GeV (left), and on s(pp ! t(b)H+) B(H+ ! t+nt)
with mH+ = 180–600 GeV (right) for the H+ ! t+nt search in the th+jets final state. The
regions above the solid lines are excluded.

Table 10: Expected and observed 95% CL model-independent upper limits on B(t !
H+b) B(H+ ! t+nt) for mH+ = 80–160 GeV (top), and on s(pp ! t(b)H+) B(H+ ! t+nt)
for mH+ = 180–600 GeV (bottom), for the H+ ! t+nt search in the th+jets final state.

mH+ Expected limit Observed
[ GeV ] �2s �1s median +1s +2s limit

95% CL upper limit on B(t ! H+b) B(H+ ! t+nt)
80 0.0059 0.0079 0.0112 0.0160 0.0221 0.0120
90 0.0042 0.0057 0.0080 0.0115 0.0160 0.0092

100 0.0033 0.0044 0.0062 0.0089 0.0124 0.0061
120 0.0018 0.0024 0.0034 0.0049 0.0069 0.0028
140 0.0012 0.0017 0.0024 0.0034 0.0048 0.0017
150 0.0011 0.0015 0.0021 0.0031 0.0043 0.0015
155 0.0012 0.0016 0.0023 0.0033 0.0046 0.0016
160 0.0011 0.0016 0.0022 0.0032 0.0045 0.0015

95% CL upper limit on s(pp ! t(b)H+) B(H+ ! t+nt) [pb]
180 0.213 0.289 0.409 0.587 0.816 0.377
190 0.188 0.254 0.358 0.516 0.719 0.373
200 0.152 0.205 0.291 0.423 0.587 0.361
220 0.114 0.155 0.221 0.321 0.448 0.332
250 0.081 0.110 0.159 0.231 0.328 0.267
300 0.048 0.065 0.096 0.142 0.205 0.153
400 0.022 0.032 0.049 0.076 0.115 0.054
500 0.014 0.021 0.033 0.056 0.088 0.032
600 0.011 0.016 0.028 0.047 0.076 0.025

H+ → τhν 180-600 GeV
Observed: 0.38–0.025 pb

10.3 Combined limits on tan b in MSSM benchmark scenarios 31
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Figure 10: Expected and observed 95% CL upper limits on s(pp ! t(b)H+) for the combina-
tion of the µth, `+jets, and ``0 final states assuming B(H+ ! tb) = 1. The region above the
solid line is excluded.

Table 11: Expected and observed 95% CL upper limits on s(pp ! t(b)H+) B(H+ ! tb) as-
suming B(H+ ! tb) = 1 for the combination of the µth, `+jets, and ``0 final states.

mH+ Expected limit [pb] Observed limit [pb]
[ GeV ] �2s �1s median +1s +2s limit

95% CL upper limit on s(pp ! t(b)H+) with B(H+ ! tb) = 1
180 1.07 1.43 2.01 2.81 3.78 1.99
200 0.87 1.16 1.62 2.27 3.07 1.52
220 0.62 0.83 1.16 1.64 2.20 0.99
250 0.49 0.66 0.93 1.31 1.78 0.89
300 0.33 0.45 0.62 0.88 1.18 0.54
400 0.22 0.29 0.40 0.57 0.76 0.33
500 0.15 0.20 0.28 0.39 0.52 0.21
600 0.10 0.14 0.19 0.27 0.36 0.13

H+ → tb 180-600 GeV
Observed: 2.0–0.13 pb
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Run I: H+ → cb (HIG-16-030)



Analysis strategy

Event selection

• ≥ 4 jets (pT > 30 GeV, |η| < 2.4)

• ≥ 2 b-jets

• 1 e (pT > 30 GeV, |η| < 2.5)
or 1 µ (pT > 26 GeV, |η| < 2.1)

• Emiss
T ≥ 20 GeV

Backgrounds

• tt, single top, EWK

• simulation + corrections

• QCD multijet BG

• Using data from control region
(looser lepton isolation)

• Normalization from a 2nd control
region (Emiss

T < 20 GeV)
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Figure 2: Lepton and jet pT distributions for data and background-only in the 2b-tag category:
(top left) electron; (top-right) muon; the four bottom plots are for the four leading jets. The
data-driven correction to the tt simulation in the 3 b-tag region is not applied in these plots.
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Analysis strategy: two cases

• Limits extracted from dijet invariant mass M(jj)

• Two event categories: 2 b jets and ≥ 3 b jets

2 b jets

2 2 CMS detector and Event reconstruction

of the additional b quark in the final state, and divides the search into events with 2 b-tagged
jets and events with at least 3 b-tagged jets.
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Figure 1: Expected dijet mass distribution for W from SM tt and from H+ signal tt in the events
with two b-tagged jets (left), and with more than two b-tagged events (right).

This search is performed using CMS data collected at
p

s = 8 TeV, with a total integrated lumi-
nosity of 19.7 fb�1. The datasets and simulation samples used in the analysis are described in
Section 2 and 3. The event selection criteria are listed in Section 4. Section 5 describes the back-
ground estimation used in this search. Energy corrections for the jets in the selected events are
explained in Section 6 while the kinematic fitter used for sorting jets in the event is presented
in Section 7. Section 8 summarizes systematic uncertainties. Fit on the observed data and
the upper limits on B(t!H+b) with 95% C.L. are presented in Section. 9. The summary of the
search is given in Section 10.

2 CMS detector and Event reconstruction
The central feature of the CMS detector is a superconducting solenoid with an internal radius
of 3 m. The solenoid provides a magnetic field of 3.8 T along the direction of the beam, which
represent the z-axis of the detector coordinate system, with the center of the detector defined
to be at z = 0. The azimuthal angle f is measured in the plane perpendicular to the z axis,
while the polar angle q is measured with respect to this axis. Within the superconducting
solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic
calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed
of a barrel and two endcap sections. The electromagnetic calorimeter provides a coverage in
pseudorapidity |h| < 1.479 in the barrel region (EB) and 1.479 < |h| < 3.0 in the two endcap
regions (EE), where we define pseudorapidity as h = �ln[tan(q/2)]. Muons are measured
in gas ionization detectors embedded in the steel return yoke. Extensive forward calorimetry
complements the coverage provided by the barrel and endcap detectors.

The first level of the CMS trigger system, composed of custom hardware processors, uses in-
formation from the calorimeters and muon detectors to select up to 100 kHz of the most in-
teresting events. The High Level Trigger (HLT) processor farm uses information from all CMS
subdetectors to further decrease the event rate to roughly 300 Hz before data storage. The LHC
provided luminosity is measured using the forward calorimeters and pixel detector. A more
detailed description of the CMS detector, as well as definitions of the coordinate system used,
can be found in Ref. [31].

≥ 3 b jets

2 2 CMS detector and Event reconstruction

of the additional b quark in the final state, and divides the search into events with 2 b-tagged
jets and events with at least 3 b-tagged jets.
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Figure 1: Expected dijet mass distribution for W from SM tt and from H+ signal tt in the events
with two b-tagged jets (left), and with more than two b-tagged events (right).

This search is performed using CMS data collected at
p

s = 8 TeV, with a total integrated lumi-
nosity of 19.7 fb�1. The datasets and simulation samples used in the analysis are described in
Section 2 and 3. The event selection criteria are listed in Section 4. Section 5 describes the back-
ground estimation used in this search. Energy corrections for the jets in the selected events are
explained in Section 6 while the kinematic fitter used for sorting jets in the event is presented
in Section 7. Section 8 summarizes systematic uncertainties. Fit on the observed data and
the upper limits on B(t!H+b) with 95% C.L. are presented in Section. 9. The summary of the
search is given in Section 10.

2 CMS detector and Event reconstruction
The central feature of the CMS detector is a superconducting solenoid with an internal radius
of 3 m. The solenoid provides a magnetic field of 3.8 T along the direction of the beam, which
represent the z-axis of the detector coordinate system, with the center of the detector defined
to be at z = 0. The azimuthal angle f is measured in the plane perpendicular to the z axis,
while the polar angle q is measured with respect to this axis. Within the superconducting
solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic
calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed
of a barrel and two endcap sections. The electromagnetic calorimeter provides a coverage in
pseudorapidity |h| < 1.479 in the barrel region (EB) and 1.479 < |h| < 3.0 in the two endcap
regions (EE), where we define pseudorapidity as h = �ln[tan(q/2)]. Muons are measured
in gas ionization detectors embedded in the steel return yoke. Extensive forward calorimetry
complements the coverage provided by the barrel and endcap detectors.

The first level of the CMS trigger system, composed of custom hardware processors, uses in-
formation from the calorimeters and muon detectors to select up to 100 kHz of the most in-
teresting events. The High Level Trigger (HLT) processor farm uses information from all CMS
subdetectors to further decrease the event rate to roughly 300 Hz before data storage. The LHC
provided luminosity is measured using the forward calorimeters and pixel detector. A more
detailed description of the CMS detector, as well as definitions of the coordinate system used,
can be found in Ref. [31].
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Jet corrections & kinematic fit

• In addition to standard jet energy corrections, parton specific
corrections applied
• Corrections from simulation as pT (parton)−pT (jet)

pT (jet) + fit

• Fitted results are different for
b jets (left), c jets (middle) and light-flavour jets (right)

• Kinematic fit used to resolve jet combinatorics
• matching four leading jets to four quarks
• takes into account jet momenta, non-clustered energy,

the W mass and the masses of both top quarks

9

6 Top Quark Specific Correction to Jets
The search for a charged Higgs boson is performed using the dijet mass distributions for a pair
of jets selected as the best match for a H+ ! cb decay. Therefore, it is important to achieve
a good dijet mass resolution. Standard jet energy corrections bring the jet energy to particle
level. In this analysis, we introduce additional parton-specific jet energy corrections so that the
corrected jet energy matches closer to the energy of the primary quark of a specific flavour (b,
c, and light quarks u/d/s). The assignment of jets to specific quarks arising in tt ! `n + 4jets
decays (and selection of a candidate pair to be associated with a potential Higgs boson decay) is
performed by the kinematic fitter to be described in the next section. The jet-parton pT response
function f is defined in Equation 1 comparing the matched parton pT with the reconstructed
jet pT.

f =
pT(parton) � pT(jet)

pT(jet)
(1)

The response function is referred to as a top quark specific (TS) correction. Among the four
partons generated in the lepton+jets channel SM tt events, two of them are decay products of
a W and the other two are b and b quarks from t and t, respectively. The matching between
a parton and reconstructed jet is done based on a matching with DR< 0.3. When more than
one jet is matched to a parton, this event is not used. The jet response function is fit with a
function of pT as shown in Equation 2 for each parton flavour (b, c, and u/d/s), and is shown
in Figure 4.

f (pT) = a + b ⇥p
pT +

c
pT

+ d ⇥ pT. (2)

This response function fit is repeated for each jet h regions. In addition, for the pT response of
a jet matched to a b quark, a constraint on |DpT(parton, jet)| < 25 GeV is applied to prevent
over-correction.
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Figure 4: Jet pT response as a function of reconstructed pT for a b quark jet, c quark jet, and
light-flavour jets in |h| < 0.174.

With the TS correction applied, the corrected jet pT should be closer to the corresponding parton
pT. Thereby, the pT of the TS corrected jets are compared with the original matching parton in
selected pT and h bins. Corrected pT response distributions, pT(TS-corrected jet - pT(parton),
are shown for the case of the |h| < 0.174 in Figure 5. The jet energy resolution after the TS
correction is obtained from the width of Gaussian fit on the residual distribution in each pT
and h region. The resolution width in each |h| region is again parameterized as a function of
pT using the Equation 2 and used in the kinematic fit as described in the Sec. refsec:ttres.

Figure 6 compares the invariant mass distributions with and without the TS corrections for the
dijet mass of a boson and for the hadronic side top quark masses, M(bqq) and M(bcb). The jets

8



Dijet mass distributions

e+jets, 2 b jets

13

M(jj) (GeV)
0 20 40 60 80 100 120 140 160 180

Ev
en

ts
 / 

6 
G

eV

0

500

1000

1500

2000

2500

3000

3500

4000
CMS Preliminary

 (8 TeV)-119.7 fb

e+jets, 2 b-tags
DATA

tt

Misidentified lepton

Single Top

W/Z+jets

Diboson

+W/Z/Htt

Stat. Error

(110) b)=0.2+ H→Br(t 

M(jj) (GeV)
0 20 40 60 80 100 120 140 160 180

Ev
en

ts
 / 

6 
G

eV
0

500

1000

1500

2000

2500

3000

3500

4000

4500 CMS Preliminary

 (8 TeV)-119.7 fb

+jets, 2 b-tagsµ

DATA

ttbar

Misidentified lepton

Single Top

W/Z+jets

Diboson

ttbar+W/Z/H

Stat. Error

(140) b)=0.2+ H→Br(t 

Figure 8: Dijet mass distribution MC background stack in the two b-tagged jets events in e+jets
(left) and µ+jets (right) channel. Dijet mass distribution of H+ signal sample with H+ mass
110 GeV (140 GeV) are compared on top of the background stack.
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Figure 9: Dijet mass distribution MC background stack in the three b-tagged jets events in
e+jets (left) and µ+jets (right) channel with the normal fitter. Dijet mass distribution of H+

signal sample with H+ mass of 110 GeV is compared on top of the background stack.
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Exclusion limit

19
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Run II: H+ → τν with τh+jets (HIG-16-031)



Fully hadronic final state

• Light and heavy H+ have similar fully hadronic final state

→ same analysis, but different selection thresholds

• All neutrinos in the event come from H+ decay

→ limits can be extracted from transverse mass

mT ≡
√
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Event selection

≥ 1 tau lepton
• pT > 60 GeV (heavy H+ )

or 50 GeV (light H+ )

• |η| < 2.1

• leading track pT > 30 GeV

• 1 prong decay

• require isolation

• reject electrons and muons

≥ 3 hadronic jets
• pT > 30 GeV, |η| < 4.7

• jet energy corrections

• reject if ∆R(jet, τh) < 0.5

electron veto
• pT > 15 GeV

• |η| < 2.5

• require isolation and identification

+ angular cuts (see next slide)

Emiss
T > 90 / 100 GeV
• 90 GeV for light H+

• Particle-flow Emiss
T +

corrections

muon veto

• pT > 10 GeV

• |η| < 2.5

• require isolation and
identification

≥ 1 b jet

• b-tagged jet (combined
secondary vertex algorithm)

• |η| < 2.5 13



Angular cuts

Define Rmin
bb ≡ min

√
(180o −∆φ(τ,Emiss

T ))2 + ∆φ(jetn,E
miss
T )2

where jetN are the 3 highest-pT jets

• Selection: Rmin
bb > 40o

4 6 Background estimation

Moreover, the event variable Rmin
bb [14] is defined using the angular correlation among the th,

the /ET, and the three leading jets in the event (j1..j3) as

Rmin
bb = min

j2j1..j3

q
Df( /ET, j)2 + (p � Df(th, /ET))

2 (1)

is required to be greater than 40� in order to further suppress the multijet events contributing109

to the analysis. The distribution of this variable passing the all selection with the exception of110

the self requirement is presented in fig. 2111

0

�

�
0

�
�
(
/E

T
,j

n
)

��( /ET , �h)

✃

Rjn

bb

Signal
region

Figure 2: Sketch of the plane Df(th, /ET)–Df(th, jn) and it’s connection to the Rmin
bb variable,

and the angular variable Rmin
bb after the all selection except the self requirement; the data points

(solid black) with their statistical uncertainty (solid lines) are compared to the background
predictions splitted for the different contributions (filled histograms).

6 Background estimation112

The main background process are QCD multijet production, electroweak processes and events113

containing top-quark. We distinguish processes with genuine tau leptons and those with elec-114

trons, muons or jets being mis-identified as hadronic tau decay.115

Data-driven techniques are exploited in order to estimate the mis-identified jets faking a hadronic116

tau. This background comes mostly from the multijet production. The probability of a jet fak-117

ing a tau is small, but the huge cross section makes this background contribution sizeable.118

Jointly to the lacking of reliable predictions from sinulations in this phase space and tau enrich-119

ment filters, data-driven technique is deployed and predictions based on reverting the isolation120

identification requirements allow for quite good control over these kind of backgrounds.121

The background with mis-identified taus is measured by selecting events which are enriched122

of this contribution, by reverting the isolation requirements on the hadronic taus (inverted se-123

lection). In order to normalize these data to the one with at least one isolated tau (baseline124

• To suppress QCD
multijet BG after all
other selections

14



Selection flow and backgrounds

Event yields for heavy H+

15



Selection flow and backgrounds

• EWK+tt genuine tau BG:
from simulation

• ttbar, W+jets, single top,
Drell-Yan, diboson

• Fake tau BG: from data

• Control sample from inverted
tau selection

• Data through the inverted tau
selection + Emiss

T fit
• Genuine tau BG through the

signal selection + Emiss
T fit

• Final fit assuming similar fake
tau BG shape in signal and
control regions

Event yields for heavy H+

15



Transverse mass
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Exclusion limits
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Exclusion limits in MSSM mmod+
h
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Summary and outlook

Two recent results have been presented:

• 8 TeV search for H+ → cb with 19.7 fb−1 of data
• First CMS result on this channel

• 13 TeV search for H+ → τhν with τh+jets with 12.9 fb−1

• First CMS 13 TeV result on light H+ ,

• Observed limits agree with the standard model expectations

• LHC expected to
deliver 100 fb−1

of 13 TeV data

• CMS has recorded
>30 fb−1 in 2016
and searches
continue on many
fronts
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2HDM models

Model Type I Type II Lepton-specific Flipped

Φ1 – d, ℓ ℓ d

Φ2 u, d, ℓ u u, d u, ℓ

TABLE I: The four possible assignments of fermion couplings to two Higgs doublets that satisfy

natural flavor conservation. Here u, d, and ℓ represent up- and down-type quarks and charged

leptons, respectively.

I. INTRODUCTION

The Standard Model (SM) of electroweak interactions [1] has been stringently tested over

the past twenty years and is in excellent agreement with all collider data. The dynamics of

electroweak symmetry breaking, however, remain unknown. While the simplest possibility

is the minimal Higgs mechanism [2] implemented with a single scalar SU(2) doublet, many

extensions of the SM enlarge the Higgs sector to contain additional scalars.

Extensions of the SM Higgs sector are tightly constrained by two pieces of data: (i) the rho

parameter, ρ ≡ M2
W /M2

Z cos2 θW ≃ 1, where MW (MZ) is the W ± (Z) boson mass and θW

is the weak mixing angle; and (ii) the absence of large flavor-changing neutral currents. The

first of these constraints is automatically satisfied by Higgs sectors that contain only SU(2)

doublets (with the possible addition of singlets). The simplest such model that contains a

charged Higgs boson is a two-Higgs-doublet model (2HDM). The second of these constraints

is automatically satisfied by models in which the masses of fermions with a common electric

charge are generated through couplings to exactly one Higgs doublet; this is known as

natural flavor conservation [3] and prevents the appearance of tree-level flavor-changing

neutral Higgs interactions.1

Imposing natural flavor conservation, there are four different ways [9, 10] to couple the

SM fermions to two Higgs doublets, as summarized in Table I.2 Each of these four coupling

assignments gives rise to a different phenomenology for the charged Higgs boson H±. In

1 The 2HDM without natural flavor conservation is known as the Type III model [4]; for a review of its

phenomenology see Ref. [5]. In this model the basis chosen for the two Higgs doublets is somewhat

arbitrary; basis-independent methods have been developed in Refs. [6, 7]. The flavor-conserving limit of

the Type III model, in which the two Yukawa matrices for each fermion type are required to be diagonal

in the same fermion mixing basis, has been developed in Refs. [8] under the name minimal flavor violation.
2 We ignore neutrino masses.
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FIG. 2: Decay branching ratios of H, A and H± in the four different types of THDM as a function

of tan β for mH = mA = mH± = 150 GeV and M = 149 GeV. The SM-like limit sin(β − α) = 1 is

taken, where h is the SM-like Higgs boson.

small or negligible. The decay pattern of h is almost the same as that of the SM Higgs

boson with the same mass at the leading order except for the loop-induced channels when

sin(β − α) = 1. In this case, H does not decay into the gauge boson pair at tree level, so

it mainly decays into fermion pairs2. We note that A and H± do not decay into the gauge

boson pair at the tree level for all values of sin(β − α).

The decay patterns are therefore completely different among the different types of Yukawa

interactions [11, 12]. For the decays of H and A, we take into account the decay channels

2 In the case with a more complicated mass spectrum a heavy Higgs boson can decay into the states which

contain lighter Higgs bosons [34].
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4FS vs. 5FS

• 4FS: No b quarks in the initial state
→ Heavy H+ (in LO) by gg → tbH+ and and qq → tbH+

• 5FS: Gluon splitting processes summed to all orders by
introducing b parton densities
→Heavy H+ (in LO) by gb → t H+ (right)
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h scenario, as a function
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ing leads to differences at a finite order. The predictions of the 4FS and the 5FS calculated at
NLO are combined with Santander matching [5] introducing a weight factor, which depends
logarithmically on the Higgs boson mass:

smatched =
s4FS + w ⇥ s5FS

1 + w
with w = ln

mH±

mb
� 2 (1)

The charged Higgs boson decays to tnt dominate at lower charged Higgs boson mass region,182

while at higher Higgs masses the decay mode H± ! tb starts to dominate, as shown in Fig. 2.183

3 Event samples184

The collision data collected with the CMS detector with center-of-mass energy of
p

s = 13 TeV185

are discussed in Section 3.1, along with the corresponding simulated samples.186

3.1 Event samples with 2015 data187

3.1.1 Collision data188

The certified collision data with collision energy of
p

s = 13 TeV was collected with the CMS189

detector during 2015 and corresponds to an integrated luminosity of 2.2 fb�1 . The data were190

• Summing all orders, 4FS and 5FS yield identical results
• different ordering → different results dierent at finite order

• 4FS and the 5FS NLO predictions combined with Santander
matching
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Particle flow algorithm

Particle flow algorighm combines information from various CMS
subdetectors to reconstruct objetcs

• Muons by combining information from the tracker and the
muon chambers
• Electrons by matching energy deposits in the ECAL with

tracker tracks
• Jets using the anti-kT algorithm with R=0.4 (0.5 for Run I)

• hadronic taus using hadron-plus-strips algorighm
• b jets using combined secondary vertex

• Emiss
T as the negative vector sum of the of all objects

32

also the calculation of the missing transverse energy. The PF algorithm classifies
particles as muons, electrons, photons, charged hadrons and neutral hadrons.

The working principle of the PF is illustrated in Figure 14. First, the collision
event is divided into blocks of detector signals using a link algorithm. One block
consists of signals that are most likely produced by one or a few physical objects.
This makes the algorithm computationally light. Muons are extracted from detector
signals by combining the tracker information with the muon chamber data. After
this, the muon tracks are removed from signal blocks. Electrons are identified by
combining tracker and ECAL information, and again, after this the detector hits
are removed. The remaining tracks must originate from charged hadrons, so they
are compared to the calorimeter energy deposits. If the deposit is larger than one
by a charged pion, the excess is reconstructed as photon or neutral hadron. The
remaining energy deposits are classified as photons if they are in ECAL and neutral
hadrons if they are in HCAL clusters.

CHAPTER 4. JET RECONSTRUCTION 35

chambers. Tracks of reconstructed muons are then removed from the block
from disturbing further stages. Electron reconstruction and identification
follows. Electrons are identified by combining tracks to matching energy
deposits in the ECAL, and once identified, the corresponding detector hits
are removed from further stages as was done for muons.

The remaining tracks are then reconstructed as originating from charged
hadrons, as all other charged particles are already taken care of. Momenta of
charged hadrons are compared to calorimeter energy measurement, and if the
calorimeter energy deposit is significantly higher than that expected from the
corresponding track (assuming the deposition is made by charged pion), the
excess in the calorimeter energy is reconstructed primarily as photons and
secondarily as neutral hadrons. Processed signals are again removed from
blocks.

After all tracks are have been processed and the corresponding calorimeter
signals are taken into account, the remaining isolated calorimeter deposits
have to be due to photons or neutral hadrons. As photons are e�ciently
stopped by the ECAL and neutral hadrons deposit energy mostly in the
HCAL, the remaining ECAL clusters are reconstructed as photons and HCAL
clusters as neutral hadrons.

The particle-flow algorithm was met with a lot of skepticism among physi-
cists when it was proposed, and such a complex reconstruction system was
first questioned. The PF approach has, however, proven to be at least as
reliable as more straight-forward methods, but with significantly better re-
sults. It is now the standard method in CMS analyses and shows the way
for future reconstruction algorithms.

Figure 4.1 illustrates how PF converts signals in the detector back into
physical objects. When the algorithm has processed all the signals of an
event, it gives a list of reconstructed particles with information on their
type, direction and momentum. This list can be used in further analysis,
such as in jet clustering, as if it was a particle listing from a Monte Carlo
event generator.

Figure 4.1: Illustration of the PF reconstruction process.[16]Figure 14: Event reconstruction process with particle-flow algorithm. [82]

4.3.6 Jet identification and calibration

Due to color confinement, free quarks and gluons cannot exist. As explained in
Section 3.5, in proton-proton collisions the quarks and gluons produce parton shower
which hadronizes immediately after the collision. The resulting cones of energetic
hadrons are called jets.

The properties of the original partons must be inferred from the properties of
observed jets. Due to the energy and momentum conservation, the energy and
direction of the jet are close to those of the original parton. Jet reconstruction is
the process of defining a group of particles as a jet and calculating the collective
properties of this jet. In addition to hadronic jets originating from a parton shower,
leptons can also decay hadronically. For the analysis presented here, hadronic ⌧ jets
are of critical importance and they are discussed in Section 4.3.8.

The central task in jet reconstruction is jet clustering, i.e. classifying a group of
energy deposits, tracks or reconstructed particles as a jet. There are three di↵erent
clustering algorithms relevant to the presented analysis.
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H+ → cb: Kinematic fit

• Uses four leading jets with parton-spesific corrections
• Minimize

10 7 tt Event Reconstruction
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Figure 5: Corrected pT response distributions for b quark jets for |h| < 0.174. From the top left,
some selected plots for different pT ranges: (50,60), (70,80), (90,100), and (150,300).

used in the Figure 6 are matched to the quarks from the SM tt events and from the H+ signal
samples, thereby the TS corrections are applied to those jets according to the matching quark’s
flavour. With the TS correction applied the mean value of the dijet mass distribution is closer
to the true value, while the resolution is improved by 7⇠9 % in both samples.

7 tt Event Reconstruction
The resolution of the dijet invariant mass is improved further by using a kinematic fitter. The
fitter is performed to find the best-matched assignment of four jets to the four quarks in the
semi-leptonic decays of tt. In the selected events, only four leading jets are assumed to be
from the tree level partons and used for the tt reconstruction. The TS correction is applied to
those selected jets in the kinematic fitter based on its assigned parton flavor. For example, a jet
which is assigned to be the b quark from the top quark decay is corrected with the b flavour TS
correction for a given jet pT. The minimization c2 function used for the H+ search is defined as

c2 = Â
i=l,4jets

(pi, f it
T � pi,meas

T )2

si
2 + Â

j=x,y

(pj
NE, f it � pj

NE,meas)2

sNE2

+
(Mln � MW)2

GW
2 +

(Mbln � Mt)2

Gt
2 +

(Mbbc � Mt)2

Gt
2 . (3)

While constraining the invariant masses of the leptonic W, and both the leptonic and hadronic
top quarks to the true values in simulation, 80.4 GeV and 172.5 GeV respectively, the MINUIT
fitter runs to find the best jet to parton assignment with the smallest c2 by varying the pT of
leading four jets and lepton, and the non-clustered jet energy (NE) accordingly. The lepton

where non-clustered energy is
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Figure 6: Top plots show M(jj) distribution before and after the TS correction for SM tt (top left)
and for H+(120) signal (top right), while the bottom plots are M(bqq) for tt (bottom left) and
M(bcb) for 120 H+(120) signal (bottom right)

.

pT is varied within its uncertainty. Input jets to the fitter are TS-corrected for each jet-parton
combination, then the corresponding resolution of the TS correction is used for as the jet pT
uncertainty. The non-clustered energy is firstly estimated by

NEx,y = �px,y(lepton) � Â
jets(pT>10 GeV)

px,y � Emiss
T x,y, (4)

then varies in the fitter. Non-clustered energy is not very well understood, thereby relatively
large uncertainty (50%) is used. The Emiss

T is then derived from the NE fit output using the
relationship shown in Equation 4.

In two b-jets event, each b-tagged jet is assigned to the two top quark decays, so that the dijet
mass is reconstructed from two un-tagged jets. When an event has three b-tagged jets, any two
b-tagged jets are assigned to two top-b-quarks and one remaining b-tagged jet is assigned to
either W/H+ based on the minimum c2 for the low mass H+ ( 120 GeV). However, for a
higher mass H+ (130 - 150 GeV) that has decayed from a top quark, the accompanying b quark
becomes softer. Figure 7 compares the generated pT distribution of the top-b-quark in H+

samples with that from the SM tt sample. Since there are no constraints on the dijet mass, the
fitter confuses the b-jet assignment between two b-quarks from the same hadronic top quark,
which degraded the dijet mass resolution worse. Subsequently among two b-tagged jets from
the process t ! H+b ! H+bb, the softer pT jet is assigned to the top-b-quark in the fitter.

To mitigate somewhat the problem of wrong assignments, two goodness cuts are applied in
selecting the best-matched assignment rather than imposing a cut on c2 as shown below. These
cuts help preventing the occurence of a wrong jet-parton assignment which result in a small c2.
The efficiency of these goodness cuts is estimated to be about 50% for SM tt and 60% for the
H+ signal tt sample in � 3 b-tags region.

• All pT and non-clustered energy varied
• top mass constrained to 172.5 GeV, W mass to 80.4 GeV

• Emiss
T recalculated from after the fit

• b jets assigned to top/W/H+ decays a priori in some cases
• e.g. in events with 2 b jets, both are assigned to top decays

• Goodness cuts to improve matching
• |pin

T − pfitted
T | < 20 GeV for each jet

• M(hadronic top before fit) < 200 GeV
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H+ → cb: Systematic uncertainties

14 8 Systematic Uncertainties
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Figure 10: Dijet mass distribution MC background stack in the three b-tagged jets events in
e+jets(left) and µ+jets(right) channel with the high mass fitter. Dijet mass distribution of H+

signal sample with H+ mass 140 GeV is compared on top of the background stack.
.

The considered sources of uncertainties summarized in Table 4 and more details follow:

Table 4: Summary of the systematic uncertainties in the search for a charged Higgs boson
covering both the µ+jet and e+jet channels. For cases where the uncertainties in the µ+jet and
e+jet channels differ, range is given. Rate uncertainties for the H± signal, tt, non-tt are listed
for the 2 b-tag and 3 b-tag selections, and the uncertainties marked with (s) are used for shape
systematic uncertainties.

Source of uncertainty signal (mH = 120) tt non-tt QCD multijet
2 b-tag 3 b-tag 2 b-tag 3 b-tag 2 b-tag 3 b-tag 2 b-tag 3 b-tag

tt cross section 6.5 20 6.5 20
Top quark mass 5 (s) 5 (s) 5 (s) 5 (s)
tt pT reweighting (s) (s) (s) (s)
NLO-vs-LO shape 8.5–9.0 (s) 7.6–8.8 (s) 8.3–8.5 (s) 8.0 (s)(Powheg-vs-MadGraph)
PYTHIA–MADGRAPH pT(tt) difference (s) (s)
ME-PS matching 0.6–0.8 (s) 0.8–1.4 (s)
Renormalization and factorization scales 4.0–4.2 (s) 6.8–7.2 (s) 1.3–1.7 (s) 1.3–2.0 (s)
Jet energy scale (JES) 4.6–5.3 (s) 5.0–5.9 (s) 3.4 (s) 3.3 (s) 7.5–9.6 (s) 0.9–2.8 (s)
Flavour-dependent JES (b quark) 0.3–0.4 (s) 0.2–0.6 (s) 0.1 (s) 9.0 (s) 0.1–0.7 (s) 0.5–0.9 (s)
Flavour-dependent JES (udsc,g) 0.9–1.2 (s) 0.4–0.6 (s) 1.0 (s) 9.0 (s) 3.1–4.1 (s) 1.1–1.8 (s)
Jet energy resolution 0.1–0.2 (s) 0.2–0.8 (s) 0.3 (s) 0.4 (s) 1.1 (s) 1.5 (s)
B-tag scale factor for b/c quark jets 1.2–2.1 5.6–5.8 3.6 5.7 2.9–3.0 4.0–4.4
Mis-tag scale factor for light quark jets 0.1–0.2 0.2–0.7 0.2 0.3–0.7 0.7–1.3 0.3–0.4
Pileup reweighting ⇡ 0.5
Electron scale factor (e+jets) 2.0
Muon scale factor (µ+jets) 2.0
Luminosity 2.6
Data driven prediction Shift anti-Isorel region (s)

• tt cross section: The theoretical value of the tt cross section is used to estimate the
backgrounds of the SM tt which has an uncertainty of 6.5%. The calculation is done
at next-to-next-to leading order (NNLO) in QCD including resummation of next-
to-next-to-leading logarithmic (NNLL) of the soft gluon terms [44]. However this
uncertainty may not be sufficient in the 3 b-tags region, where there can be an ad-
ditional uncertainty in the modelling of additional bb production. As described in
Section 5, the tt +bb contribution to the tt background in the 3b-tag category is scaled
up by factor of 1.23, derived from comparing data and simulation in a control region.
Since the origin of this data-vs-simulation difference is not yet understood, we as-
sign 20% uncertainty on the entire tt background in the 3b-tag category.

• tt xsect: NNLO calculation → 6.5%, for ≥ 3 b jets case 20%
(due to observed data-vs-simulation difference)
• Top mass: vary from 171.5 GeV to 173.5 GeV
• NLO-vs-LO for tt: MadGraph (LO, in use), uncertainty by

comparing to Powheg (NLO)
• Renormalization and factorization scales: vary up/down by a

factor of 2 (to estimate beyond-LO contributions to tt)
• Jet Energy Scale (see arXiv:1107.4277) 26
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H+ → cb: Physics model

Physics model used in limit calculation is

17

consists of

µi = µi(non � tt) + (1 � BR)2 ⇥ µi(tt ! WbW�b) + 2 ⇥ BR ⇥ (1 � BR) ⇥ µi(tt ! H+bW�b), (5)

whereas the BR is B(t!H+b) and µi is the number of events in i-th bin mass templates for
non-tt SM backgrounds, H+, and SM tt(W). These templates are normalized by the best MLF
value in Fig. 12 and Fig. 13. Figure 12 shows the dijet mass distribution of the templates with
observed data in 2 b-tagged region where the SM tt process is dominant. Figure 13 shows the
3 b-tagged region fit on data for the low H+ mass fitter on the left and for high H+ mass fitter
on the right. Based on the fit on data, the tt ! H+bH�b contribution to the fit is neglected.
The expected dijet mass distribution, assuming the H+ signal is produced with the B(t!H+b)
equal to the expected limit, are compared in the same figures. Presence of the H+ signal causes
tt ! WbWb being decreased, which results in the event deficit in the 2 b-tagged region and an
excess in the � 3 b-tagged region.
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Figure 12: Dijet mass distribution MC stack in the two b-tagged jets events are fitted on the
observed data by maximum likelihood fit in e+jets(left) and µ+jets(right) channel. The best
branching ratio from the fit is written on the figure for a 100 GeV (left) and a 140 GeV (right)
H+ mass. Dijet mass distribution with injecting signal B(t!H+b) equal to the expected limit is
overlaid.

The best-fit values for B(t!H+b) for all Higgs boson mass hypotheses are consistent with B=0.

The upper 95% CL limits are obtained by setting 2 ln L(data|B,q̂B)

L(data|B̂,q̂)
= 3.84, where the denominator

is the global likelihood maximum, while the numerator is the likelihood maximum at a given
B. The results are shown in Figure 14. The limits with statistics uncertainty only are overlaid
in the same plot to show the systematic effect on the limits. As the mass of the H+ tends to
the mass of the W, the limit obtained using all systematic uncertainties is found to be a factor
of two larger than the limit obtained using the statistical uncertainty only. It implies that this
analysis is seriously affected by the systematic uncertainties, however, this effect is diminished
when the mass separation becomes clear at the high mass of the H+. Combining both electron
and muon channels, the 95% C.L. upper limits on B( t!H+b ) are obtained to be 0.4 to 1.1%.

where

• BR is B(t→H+ b)

• µi is the number of events in dijet mass bin i

SM tt background is scaled down in case of non-zero signal!
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H+ → cb: Exclusion limits

e+jets µ+jets
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Figure 14: Observed upper limits on B(t!H+b) with 95% C.L. are shown for electon channel
(top left), muon channel (top right), and combined channel (bottom) with expected limts in-
cluding all systematic uncertainties. The limits with statistical uncertainty only are overlaid in
blue dots to show the effect of systematic uncertainties.

Limits from maximum likelihood fit using binned M(jj) templates,
assuming H+ → cb = 1
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H+ → τhν : Tau decays
39

Final state B (%) ⌃B (%)

leptonic modes 35.9
⌧� ! e + ⌫e ⌫⌧ 17.9
⌧� ! µ + ⌫µ ⌫⌧ 17.4

hadronic modes
one-prong (excluding modes with K0) 48.1

⌧� ! h� ⌫⌧ 11.6
⌧� ! ⇢� ⌫⌧ ! h� ⇡0 ⌫⌧ 26.0
⌧� !a�1 ⌫⌧ ! h� ⇡0 ⇡0 ⌫⌧ 9.3
⌧� ! h� ⌫⌧ + � 3⇡0 1.3

three-prong (excluding modes with K0) 14.6
⌧� !a�1 ⌫⌧ ! 2h�h+ ⌫⌧ 9.7
⌧� ! 2h�h+ ⌫⌧ + � 1 ⇡0 5.2

five-prong (excluding modes with K0) 0.1
⌧� ! 3h�2h+ ⌫⌧ � 0 ⇡0 0.1

hadronic modes including K0 2.0
⌧� ! K0

S + X 0.9
⌧� ! K0

L + X 1.1

Table 1: Final states and corresponding branching fractions of single ⌧ lepton decays.
The uncertainty of the branching fractions is 0.1 percent units or smaller. [14]

In the HW decay mode, the final state contains also the decay products of W±.
About two thirds of W bosons decay hadronically. The rest decay leptonically, i.e.
to electron or muon or ⌧ lepton and a corresponding neutrino.

In this work, we focus on the fully hadronic final state, which is the final state
where both the ⌧ lepton and the W boson decay hadronically. This is the final state
shown in Figures 16 and 17. Despite its name, this state contains two leptons: a
⌧ neutrino produced in association with the charged ⌧ lepton, and the ⌧ neutrino
produced in the decay of the charged ⌧ lepton. However, as the neutrinos cannot be
observed by the CMS detector and they manifest only as missing transverse energy
(Section 3.1.3), all directly observed particles are indeed hadrons.

The detector signature of the fully hadronic final state is the following: one ⌧ jet,
two quark jets originating from b quarks (b jets), two other quark jets (originating
from W±) and missing transverse energy due to ⌧ neutrinos.

As the e�ciency of jet reconstruction and b-tagging is limited in the selection of
signal events, an event is classified as signal event if it has at least three reconstructed
jets, of which at least one is b-tagged. An example of an event classified as a signal
event is shown in Figure 18.
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H+ → τhν : Trigger

• Tau trigger: Hadronic tau with pT > 50 GeV, |η| < 2.1 and
leading charged hadron with pT > 30 GeV
• Emiss

T trigger: calorimetric Emiss
T > 90 GeV

• Efficiency of the tau part (left) and Emiss
T part (right) of the

trigger measured independently, MC samples corrected by
scale factors

4 5 Event selection

5 Event selection116

The events selection starts online requiring the presence of a th and large /ET. Online trigger117

requires that a loosely isolated hadronic tau with pth

T > 50 GeV and |hth | < 2.1, that con-118

tains a leading charged hadron with pT > 30 GeV, and that the missing transverse energy,119

reconstructed with the calorimetric information only, has a magnitude of /ET > 90 GeV. The120

efficiency of the th and /ET parts of the trigger are measured independently and corrections121

are propagated to the simulation. Figure 2 shows the efficiency in simulation (prior to the122

correction) and in data for the th and /ET parts of the trigger used in the analysis.
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Figure 2: Data/simulation of the trigger efficiency for the hadronic tau transverse momentum
(left) and the missing transverse energy (right) parts of the th plus /ET trigger, respectively.

123

Events are subsequently selected requiring to have offline pth

T > 60 GeV and /ET > 100 GeV;124

for the search region below the top mass, the /ET and pth

T requirements are made closer to125

the trigger requirements to /ET > 90 GeV and pth

T > 50 GeV in order to have a larger signal126

acceptance. Additionally, events containing at least one isolated lepton (e, µ) are rejected.127

The presence of a signal is further enhanced by requiring at least three reconstructed jets128

(Njets � 3), and in the tracker-covered region one b-tagged jet.129

Moreover, the event variable Rmin
bb [20] is used to reject multijet events where the /ET and th are

in a back-to-back configuration. It is defined through the angular correlation among the th, the
/ET, and the three leading jets in the event (j1..j3) as:

Rmin
bb = min

j2j1..j3

q
Df( /ET, j)2 + (p � Df(th, /ET))

2 (1)

It’s value is required to be greater than Rmin
bb > 40�, and the distribution of this variable for130

events passing the all selection with the exception of the self requirement is presented in Fig. 3.131
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H+ → τhν : Angular cuts

4 6 Background estimation

Moreover, the event variable Rmin
bb [14] is defined using the angular correlation among the th,

the /ET, and the three leading jets in the event (j1..j3) as

Rmin
bb = min

j2j1..j3

q
Df( /ET, j)2 + (p � Df(th, /ET))

2 (1)

is required to be greater than 40� in order to further suppress the multijet events contributing109

to the analysis. The distribution of this variable passing the all selection with the exception of110

the self requirement is presented in fig. 2111
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Figure 2: Sketch of the plane Df(th, /ET)–Df(th, jn) and it’s connection to the Rmin
bb variable,

and the angular variable Rmin
bb after the all selection except the self requirement; the data points

(solid black) with their statistical uncertainty (solid lines) are compared to the background
predictions splitted for the different contributions (filled histograms).

6 Background estimation112

The main background process are QCD multijet production, electroweak processes and events113

containing top-quark. We distinguish processes with genuine tau leptons and those with elec-114

trons, muons or jets being mis-identified as hadronic tau decay.115

Data-driven techniques are exploited in order to estimate the mis-identified jets faking a hadronic116

tau. This background comes mostly from the multijet production. The probability of a jet fak-117

ing a tau is small, but the huge cross section makes this background contribution sizeable.118

Jointly to the lacking of reliable predictions from sinulations in this phase space and tau enrich-119

ment filters, data-driven technique is deployed and predictions based on reverting the isolation120

identification requirements allow for quite good control over these kind of backgrounds.121

The background with mis-identified taus is measured by selecting events which are enriched122

of this contribution, by reverting the isolation requirements on the hadronic taus (inverted se-123

lection). In order to normalize these data to the one with at least one isolated tau (baseline124

Rmin
bb = min

√
(180o − ∆φ(τ, Emiss

T
))2 + ∆φ(jetn, E

miss
T

)2

where jetN are
the 3 highest-pT jets

Selection: Rmin
bb > 40o

• Used to suppress QCD multijet
background after all other
selections

• Working principle:

• tau p̄T is typically back-to-back
to Ēmiss

T

→ ∆φ(Emiss
T , τ) ≈ 180o

→ large mT

• jet faking tau is typically
back-to-back to another jet
→ ∆φ(Emiss

T , jet) ≈ 0
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H+ → τhν : Systematics
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H+ → τhν : Fake tau measurement

• Control sample from inverted tau selection
→ orthogonal sample dominated by fake taus
• Data processed through the inverted selection + Emiss

T fit
• EWK+ttbar BG through the signal selection + Emiss

T fit
• Done in tau pT bins due to correlation of tau pT and Emiss

T

• Final fit: use the Emiss
T templates obtained to estimate fake

tau BG in the signal region
• Assumes similar QCD shape in signal and control regions

• Transfer factors Ri from control region to signal region:

Ri = wiR
QCD
i + (1− wi )R

EWK+ fake τ
i

where RQCD
i ≡ NQCD

Baseline,i

NQCD
Inverted,i

,

REWK+ fake τ
i ≡ NEWK+ fake τ

Baseline,i

NEWK+ fake τ
Inverted,i

,

wi ≡
NQCD
Inverted,i

Ndata
Inverted,i
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H+ → τhν : Physics model

Physics model for light H+ is

62 13 Limits

The test CLs is defined as the ratio of CLs+b and CLb

CLs(µ) =
CLs+b(µ)

CLb(µ)
 a. (30)

Since the CLs(µ) limits are one-sided by definition, the 95 % confidence level upper limit on µ943

is found, when CLs(µ) = 0.05. To evaluate CLs(µ) = 0.05, a decaying exponential function is944

fitted to the tested µ values.945

In this analysis, log-normal nuisance probability density functions are used for the nuisance pa-
rameters. For the light charged Higgs boson search, H+ is produced in tt decays and therefore
the number of signal events is quantified by

si(µ, Q) = µ2 ⇥ sHH,i(Q) + 2µ(1 � µ) ⇥ sHW,i(Q) + (1 � µ2) ⇥ sWW,i(Q), (31)

where µ is defined as
µ = B(t ! bH+)B(H± ! t±nt). (32)

Here sHH,i(Q), sHW,i(Q), and sWW,i(Q) are the number of expected events for the tt ! bH±bH⌥,946

tt ! bH±bW⌥, and tt ! bW±bW⌥ processes. It should be noted, that the part of tt !947

bW±bW⌥, which is estimated from simulation (i.e. tt with misidentified tau background), is948

normalized to the SM tt cross section). Since the expected µ values are of order of 0.1–1 %, the949

contribution from tt ! bH±bH⌥ is small compared to tt ! bH±bW⌥. Since Eq. (31) defines950

a parabola, it gives two solutions for µ. Based on earlier experimental measurements such as951

Ref. [? ], the larger µ solution can be considered to be excluded and therefore be ignored. One952

should note, that Eq. (31) does take into account the possibility that B(H± ! t±nt) might not953

be 100 %.954

For heavy charged Higgs boson search, H+ is produced in a fusion of a top and bottom quark,
and therefore the number of signal events is written as

si(µ, Q) = µ ⇥ stn,i(Q), (33)

where µ is
µ = spp!t(b)H± ⇥ B(H± ! t±nt). (34)

The datacards provided as input for the Combine program are included in Appendix B. The955

statistical uncertainties were allowed to vary independent of the final distribution bin and in-956

dependent of the signal or background sample. To suppress unstable behavior, it is made sure957

that large enough statistical uncertainty is assigned to bins, in which there are zero expected958

events, which may happen because of limited statistics. The same treatment is repeated in959

simulated sample distributions for bins, in which the statistical uncertainty is smaller than the960

sample statistical resolution.961

13.1 Model-independent limits962

The model-independent limits are calculated with the asymptotic LHC-type CLs method with963

the Combine software. The 95 % confidence level (CL) upper limits on B(t ! bH+)⇥B(H± !964

t±nt) are shown in Fig. 37 for mH± search range of 80–160 GeV/c2 and tabulated in Tables 27965

and 28. 1.6 to 0.013 %.966

The 95 % confidence level (CL) upper limits on spp!t(b)H± ⇥ B(H± ! t±nt) are shown in967

Fig. 38 for mH± search range of 180–3000 GeV/c2 and tabulated in Tables 29 and 30.968

and for heavy H+ it is
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The test CLs is defined as the ratio of CLs+b and CLb

CLs(µ) =
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tt ! bH±bW⌥, and tt ! bW±bW⌥ processes. It should be noted, that the part of tt !947

bW±bW⌥, which is estimated from simulation (i.e. tt with misidentified tau background), is948

normalized to the SM tt cross section). Since the expected µ values are of order of 0.1–1 %, the949
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a parabola, it gives two solutions for µ. Based on earlier experimental measurements such as951

Ref. [? ], the larger µ solution can be considered to be excluded and therefore be ignored. One952

should note, that Eq. (31) does take into account the possibility that B(H± ! t±nt) might not953

be 100 %.954

For heavy charged Higgs boson search, H+ is produced in a fusion of a top and bottom quark,
and therefore the number of signal events is written as

si(µ, Q) = µ ⇥ stn,i(Q), (33)

where µ is
µ = spp!t(b)H± ⇥ B(H± ! t±nt). (34)

The datacards provided as input for the Combine program are included in Appendix B. The955

statistical uncertainties were allowed to vary independent of the final distribution bin and in-956

dependent of the signal or background sample. To suppress unstable behavior, it is made sure957

that large enough statistical uncertainty is assigned to bins, in which there are zero expected958

events, which may happen because of limited statistics. The same treatment is repeated in959

simulated sample distributions for bins, in which the statistical uncertainty is smaller than the960

sample statistical resolution.961

13.1 Model-independent limits962

The model-independent limits are calculated with the asymptotic LHC-type CLs method with963

the Combine software. The 95 % confidence level (CL) upper limits on B(t ! bH+)⇥B(H± !964

t±nt) are shown in Fig. 37 for mH± search range of 80–160 GeV/c2 and tabulated in Tables 27965

and 28. 1.6 to 0.013 %.966

The 95 % confidence level (CL) upper limits on spp!t(b)H± ⇥ B(H± ! t±nt) are shown in967

Fig. 38 for mH± search range of 180–3000 GeV/c2 and tabulated in Tables 29 and 30.968

In equations, si is the total event yield (in mT bin i) and sprocess,i
are background yields due to different BG processes (in mT bin i) .
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