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Summary of 2015 data taking
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Level Trigger: TPC clusters
No TPC clusters compression compression

- 7.2PB (one replica)
e 60% (4.5 PB) during pp
e 40% (2.7 PB) during HI (+pp-ref)
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Production status

e Steady RAW and MC processing activities

e 2015 RAW data
— 2x passes for Muon and Calorimeter analysis
6.25PB of RAW reconstructed, 3,801,189,643 events

— Full pass over all data for offline QA and barrel
calibration, including the new TPC calibration objects

e 2015 MC
— 146 simulation cycles, 2,887,273,189 events

— Including full simulation for the Muon production
cycles
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Dedicated presentation in today’s meeting: https://indico.cern.ch/event/469078/
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New TPC Distortion Corrections

e New distortion correction
procedure had to be put in

place
* Distortions in TPC are found to
be proportional to interaction
rate
* Space-charge effect

! e Correction based on ITS-

§ TPC-TRD matching
= '} * QOriginally planned only for
% ? Run3
o }» e Start of full pass
| e reconstruction of Run 3 data
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foreseen for week 10



Distortion corrections %

Status — Performance

/E\ 245231, 5kHz /é\
S @ uncorrected S o I
~—15 o : ~ ] Ooa
— ] o . | corrected —~ 4] P:
2‘ 1 54 = e § s1.c ¢ p>2
~— 1 H " ~— 7] & T
T 1 ©T 3 . .
| ¢ o R - o
51.7 1 & L
14 1—?;’“ B} &
3 oﬂM Ao, A, AR it R, cuctp e
1 1 bl N Ry
1 -1 ! 5 "‘E“?%?
5 S %
] -2 B
] ] %
—1 TTT TTT TTT T 1T TTT TTT T T T 1T T 1T T TT T 1T T 1T T 1T T 1T TTT TTT
0 2 4 6 8 10 12 14 18 18 0 2 4 6 8 10 12 14 16 18
sector sector

ITS-TPC-TRD interpolation procedure developed to
correct for space-point distortions

Procedure tested and working
Correction down to the intrinsic resolution of the TPC

(~1mm)
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Resource usage: CPU

CPU resources ALICE 2015
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— 9% for raw data reconstruction, 69% for Monte-Carlo production, 14% for train
analysis and 7% for end user analysis

— CPU/wall time job efficiency yearly average is 73% at TO, 83% at T1s and 82% at
T2s.



Resource usage: Disk

Disk resources ALICE 2015
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— 90% full as of December 2015
— New cleanup and replica reduction cycle started in January 2016

— Current overall fill at 80%, freed space will be used by the 2015 RAW data
production cycles



Data popularity

ALICE number of accesses in time X
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* Disk cleanup cycle aimed at ‘Older than 1 year
period’

— Aiming to remove files and replicas in this category and reduce
6PB (24% of disk) to less than 2 PB (< 8% of disk)



Resource usage: Tape

Tape resources ALICE 2015
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Tapes fully utilized (reserve few hundred TBs)



Finally operational: HLT@Grid

CERN HLT (8529 currently running jobs / max 8529)
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* Up to 8500 jobs running concurrently on ALICE HLT farm
e Simulation jobs running in VMs under OpenStack
* Can be paused or killed on a short notice



Update of running scenario and
computing model parameters

Year System Ir}iﬁg ;‘ Lir;’" Inter?sﬂlc;? rate Running time

pp13TeV  5x10**30 300 28 weeks

2016 p-Pb 5.02TeV 1x10**29 200 4 weeks
pp 5.02TeV  5x10**30 300 7 days

2017 pp13TeV  5x10**30 300 24 weeks
pp13TeV 5x10**30 300 28 weeks

2018 Pb-Pb 5.02 TeV 1x10**27 8 4 weeks
pp 5.02TeV  5x10**30 300 7 days

Reconstructio Analysis train End user Monte Carlo

n analysis
PP 0.60 0.20 0.01 1.00
PbPb 3.80 3.70 0.17 45.00
pPb 0.70 0.70 0.09 3.00

As a result of high pile-up during the pp run in
the 25 ns bunch spacing mode pp raw data
size has been increased by x3.5
Pb-Pb raw data size has been tentatively
reduced (x0.7) to match observed output size
Additional CPU and storage needed to handle
increased calibration complexity

Raw ESD&AO Monte-Carlo

D
PP 3.67 0.32 0.37
PbPb 5.50 1.55 21.09
pPb 1.63 0.32 1.73
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Disk Tape

-
, _—

Peta bytes
b
s

O Tier0+CAF
© Tierls
O Tierzs

////
——

.=/

O Tierd
© Tierls|

400

313

225

2013 2014

1} Excluding the 3.0 PB of disk buffer in front of the taping system

CPU

sssssssssnnns

45.9

/ Updated disk reguirements for 2016-2018. Updated values are in bold font. 125 - Updated tape .r.e‘g}!!!‘e.mg"‘!‘s for 2016-201
Disk (PB) /
Tier0)  CAF  Terls?  Tier2s Tape (PB)
2016 13.4 0.44 18.6 26.1 i 201 o = Tier0 Tierd
2015

2017 16.0 0.54 22.2 31.3 2016 26.3 20.3

2018 20.3 0.64 28.2 39.7
2017 34.4 28.4

39.9

Updated CPU reguirements for 2016-2018. Updated values are in bold font.

CPU (kHEPSPEC06)
Tier0 CAF Tier1s Tier2s
o 2016 179 45.0 168 387
© T s 2017 210 45.0 221 168
2018 273 45.0 284 315




Summary

Data processing follows usual pattern
— All requests have been fulfilled
— Number of tasks in the pipeline is manageable

— MC is, as usual, the main resources user (69%), followed by analysis
tasks (21%) and RAW (9%)

Large distortions in TPC at high interaction rate required an extra
calibration step and additional software development

— Now under control but requires additional calibration iteration
— Full reconstruction pass over Run 2 data is planned to start in Week 10

Pileup induced increase in reconstruction output size for pp data
required revision of the resource request for Run 2

— +20% per year for tape and +5% for disk and CPU compared to our
previous estimates

HLT cluster is now operational and complements the Offline
computing resources



