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Changes in LHCb Computing Project

Computing Project Leader Stefan Roiser

Deputy Computing Project Leader Andrew McNab

Resource Coordinator Concezio Bozzi

Software Coordinator Marco Cattaneo

Distributed Computing Coordinator Philippe Charpentier

External Relations Coordinator Peter Clarke
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Changes 

as of 

January



Recap 2015 data processing activities

• All data 

processing during 

2015 as planned

• NO re-

reconstruction of 

FULL stream data

• Final 

Calibration/Alignm

ent done in the pit

• One re-stripping 

after data taking
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Turbo stream

• Provides reconstructed physics objects out of the HLT

• As of 2016 

allow to add 

more selected

reconstruction 

info to TURBO 

stream

• To be used for 

selected lines

• One size 

does NOT fit all

• Plan to move even more physics streams from FULL 

stream to TURBO stream during Run 2
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Sean Benson



Computing Operations Dec – Feb 

• Dominated by Simulation
• especially high usage during the Xmas break

Simulation

User Analysis
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CPU Usage Dec – Feb 

Provisioning by 

resource type:

• 50 % CERN 

+ T1 sites

• 35 % T2 sites

• 15 % HLT farm
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HLT farm usage

• Over Xmas break the HLT farm provided additional 30 % of 

resources

• The farm was/is also used for other tasks such as sub-detector 

calibrations and bandwidth division tests

• Either in common with distributed computing or reserved only for those

Xmas break

1 March '16 LHCC Referees 7

Running Jobs at the HLT Farm Running Jobs at all Sites



CPU Usage for 

2015 requests

• Currently ~ 10 % above 2015 requests

• LHCb supports the MB proposal to move to 

wall clock time for CPU accounting
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LHCb CPU 2015 CPU requests
[LHCb-PUB-2014-041]

EGI accounting April ‘15 – Feb ’16

(normalised CPU hours)

≈* 204.7



Disk Usage

• Good usage of 2015 pledges

• Slightly below at CERN, good 

match at T1 & T2 sites
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Next data processing steps

• Before restart of data taking

• Finish Run 2 incremental stripping 

• Turbo reprocessing

• NB: 2015 data also contained RAW information which allows this

• Run 1 incremental stripping

• Currently pre-staging the input data

• Several other smaller campaigns (proton-Argon Stripping, PbPb

processing)

• Sim 09 

• Next version of the simulation framework 

• Currently in validation 
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Upgrade Work towards Run 3

• Big upgrade step for LHCb for Run 3 in all areas

• Run 4 upgrade comparably small to this step

• Currently finishing a “roadmap document” 

• To assess current situation, identify areas of needed improvements, 

estimate person power needed

• Focus on improvements in applications

• Event Model, Framework, Adoption of new platforms, Simulation, 

• Computing TDR to be released by Q4/2017

• Personpower situation possibly a big concern

• Operations of Run 2 in conflict with the upgrade activities 
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Summary

• Very good usage of 2015 requested cpu & disk resources 

• Very good usage of HLT farm resources 

• +30 % additional resources over Xmas break

• Several more big data processing campaigns planned 

before 2016 data taking

• Next big computing step is the preparation for Run 3

• Concrete planning has started. Several decision points by the end 

of this year. 

• TDR by end of 2017

• More details at the forthcoming LHCC meeting
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Summary slide
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LHCb Summary

• Very good usage of 

computing resources

• 2015 WLCG resources

• CPU requests already used up

• Almost all disk resources used

• HLT farm

• E.g. additional 30 % of 

resources over Xmas break

• LHCb currently concentrating on upgrade for Run 3

• Computing TDR scheduled for Q4/17

• Roadmap discussed next week within the collaboration

• Detailed information to the LHCC to be given in June
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