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Changes in LHCb Computing Project

Computing Project Leader Stefan Roiser
Deputy Computing Project Leader Andrew McNab Changes
Resource Coordinator Concezio Bozzi as of

: January
Software Coordinator Marco Cattaneo
Distributed Computing Coordinator Philippe Charpentier
External Relations Coordinator Peter Clarke
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Recap 2015 data processing activities

Running jobs by ProcessingType
° Al I d ata | | 2 Wleeks fnlzlm Wec_l-k 13 clf 2015 ifo Weell( 13 of .2016

processing during
2015 as planned

« NO re- ;
reconstruction of
FULL stream data

- Final
Calibration/Alignm , . .
ent done in the pit Y BN Myealedeibianl

. . B Real Data/Recol5a 33.9% [ Real Data/Recol5a/Turbo0la 18%
- @ Real Data/Recol5a/Stripping24 15.7% [ PReal Data/RecolSc 1.6%
® O n e re Strl p pl n g [ Real Data/Recolsa/Stripping23rl 11.9% M PReal Data/RecolSphe 1.4%
B Real Data/Recols 9.7% M Real Data/Recold/Stripping2l/MD5S 1.0%
: B Real Data/RecolSem/Turbo0lem 4.1% M Real Data/RecolSc/TurboOld 1.0%
a ter ata ta N g O Real Data/Recol5em 38% M Real Data/Recol5b/Turbo01b 10%
B Real Data/Recol5aSmog 268% [0 Real Data/RecolShb 0.8%
[ Real Data/Recols/Stripping23rl 2.5% [ Real Data/RecolSc/Turbo0l 0.7%
B Real Data/Turbo0l 1.8% ... plus 43 more
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Turbo stream

- Provides reconstructed physics objects out of the HLT

- As of 2016

allow to add
more selected
reconstruction
Info to TURBO
stream

- To be used for
. Write packed
selected lines reco. containers

. to raw event
- One size

Process decay chains and
convert to object

Write object summaries
into the raw event

Decode packed
reco. containers
on demand

Sean Benson

does NOT fit all

- Plan to move even more physics streams from FULL

stream to TURBO stream during Run 2
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Computing Operations Dec — Feb

Running jobs by JobType

12 Weeks from Week 48 of 2015 to Week 08 of 2016
60 F T T T T T

User Analysis

a‘.a TG—S“\ppm L SETErY, . 2016-0

2015-12-14

2015 d

B MCSimulation 77.0% @ Merg® 2.3% [@ MCStripping 01% [0 WGProduction 0.0%
B user 14.9% B MCReconstruction 0.8% W MCMerge 0.0% M test 0.0%
Bl DataStripping 4.0% W DataReconstruction 0.8% W Turbo 0.0% [ unknown 0.0%

Generated on 2016-02-24 09:35:50 UTC

- Dominated by Simulation
- especially high usage during the Xmas break
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CPU Usage Dec — Feb

CPU days used by Site

B DIRAC.ONLINE.ch 373777.9

@ LCG.CNAFit 2114724

12 Weeks from Week 48 of 2015 to Week 08 of 2016 B LCG.IN2P3 fr 1982482

O LCG.CERN.ch 178886.8

LCG.CNAF.it LCG.RAL.uk 133340.7

T~ T LCG.IN2P3 fr M LCG.GRIDKA de 117393.1

P rOV| S | O n I n g y B LCG.RRCKI.ru 1043391
@ DIRAC. YANDEX.ru 66671.6

E LCG.NIKHEFnl 45626.7

. @ LCG.USC.es 44656.3

resource type B s cecson irens
" LCG.CERN.ch LCG.PIC.es 35004.9

v DIRAC. ONLI§ 1&g LPC fr 343613

B LCG.RAL-HEP.uk 337132

@ LCG.CPPM.fr 314359

- 50 % CERN B LCC Saan
B LCG.LLRfr 28854.6

- B LCG.Manchester.uk 28690.1

+ T 1 WL uk H LCG.LAPPfr 26749.1
SI eS i LCG.Bari.it 25497 4

B LCG.LPNHE. fr 25169.0

@ CLOUD.CERN.ch 205623

. @ LCG.UKI-LT2-QMUL uk 17607.1

° O/ T2 @ LCG.CBPFbr 162782
0 SI eS [ LCG.JINR.ru 16172.8

KA. de B LCG.Liverpool.uk 15672.2

; O LCG.RUG.NI 14974.1

B LCG UKI-LT2-IC-HEP.uk 14816.4

- 15 % HLT farm B icouly s
B VAC.Manchester.uk 13877.6

H LCG Pisa.it 11707.9

G.RRCKL.ru H LCG Krakow.pl 11593.3

@ LCG KIAE. ru 11188.2

B LCG.IHEPsu 10724 .8

W LCG.Barcelona.es 10140.2

IR @ LCG.AUVER fr 9592 8

@ LCG.ICM.pl 9081.1

@ LCG.NIPNE-11.ro 8839.3

B LCG.Oxford.uk 8304.9

B LCG.ITEPru 8294.4

@ LCG.NCBJ.pl 7915.9

B LCG Bristol uk 7733.7

... plus 47 more
Generated on 2016-02-24 10:15:04 UTC
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- Over Xmas break the HLT farm provided additional 30 % of

HLT farm usage

Running jobs by Site
20 Days from 2015-12-17 to 2016-01-06

Running Jobs at the HLT Farm

Xmas break

2015-12-18 2015-12-21 2015-12-24 2015-12-27 2015-12-30 2016-01-02
Max: 22,214, Min: Average: 13,632, Current: 895

B DIRAC.OMLINE.ch 100.0%

resources

2016-01-05

TC

Running jobs by Site
20 Days from 2015-12-17 to 2016-01-06

2 20°
Ma: 39,725, Current:
= 2 8% O LCG USCes 19% O LCGPICes 10%
=] 7.9% [ DIRAC.YANDEX.ru 18% M LCG.UKI-LTZ-OMUL uk 10%
] 73% M LCGLLRfr 17% M LCGLPC fr 10%
u 64% H nl 17% MW LCG.LI 09%
o 5% W EP. .2% M@ LCG.CSCS.cl 0.8%
o 39% @O LCG Bariit 11% M LCG Liverpool uk 0.7%
[} 35% [ CLOU ERN. .0% @ LCG.CBPFbr 0.7%
=] 23% @ LCG.CPPM.fr 10% 0O LCGINR.ru 0.7%
[ 21% M LCGI fr 10% . plus 56 more
16-02-, urc

- The farm was/is also used for other tasks such as sub-detector
calibrations and bandwidth division tests

- Either in common with distributed computing or reserved only for those

\
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CPU Usage for

EGI accounting April ‘15 — Feb '16
(normalised CPU hours)

AfricaArabia 0

AsiaPacific 0

CERN 146,297 6B0

req u eS S NGI_AEGIS 0

NGI_ARMGRID 0

NGI_BG 1,481,552

NGI_CH 7,810,152

NGI_CHINA 0

NG| CZ 0

LHCb CPU 2015 CPU requests NGI_DE 129,315,896
[LHCb-PUB-2014-041] NGI_FRANCE 374,537,512
NGI_GRNET 4

CPU Work in WLCG year (kHSO06.years) 2015 NGI_HR 0

Prompt Reconstruction 19 NGI_HU 0
First pass Stripping 8 NGI_IBERGRID 111,890,272
Full Restripping 8 MNGI_IL 722 368
Incremental Restripping 0 NGI_IT 265,840,228
Simulation 134 NGI_NDGF 0
VoBoxes and other services NGI_NL 139,454,228
User Analysis NGLFL 53,922,652
Total Work (kHS06.years) C186 | ) = @ 9-523-“’:
Efficiency corrected average power (kHS06) J - Sk 0

0

[ J ~ O 0
Currently ~ 10 % above 2015 requests E—
0

- LHCb supports the MB proposal to move to T

wall clock time for CPU accounting

LHCC Referees
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Isk Usage

Space arounead hv SnaceTgken

52 Weeks f Req uest 1 Week 12 of 2016

0
Apr 2015 May 2015 Jun 2015 Jul 2015 Aug 2015 Sep 2015 Oct 2015 Nov 2015 Dec 2015 Jan 2016 Feb 2016 Mar 2016
Max: 5.06, Average: 4.00

B LHCb-EOS  80.8% M LHCb-Tape 14.3% M LHCb USER 4.8% M LHCb-Disk  0.1%
Generated on 2016-02-27 21:41:15 UTC

- Good usage of 2015 pledges

- Slightly below at CERN, good
match at T1 & T2 sites

LHCC Referees

Space grouped by SpaceToken
52 Weeks from Week 12 of 2015 to Week 12 of 2016

ITll
- = = == «-Request

10 e

12

o
Apr 2015 May 2015 Jun 2015 Jul 2015 Aug 2015 Sep 2015 Oct 2015 Now 2015 Dec 2015 Jan 2016 Feb 2016 Mar 2016
Max: 12 4, Average: 9.61

B LHCb-Disk 89.7% W LHCb-Tape 6.0% W LHCh USER 4.3%
Generated on 2016-02-27 21:41:33 UTC

Space grouped by SpaceToken
52 Weeks from Week 12 of 2015 to Week 12 of 2016

20+ 4

— = = = = RequUEeSt = = - —
T2

0.0
Apr 2015 May 2015 Jun 2015 Jul 2015 Aug 2015 Sep 2015 Oct 2015 Mov 2015 Dec 2015 Jan 2016 Feb 2016 Mar 2016
Max: 1 88, Average: 1.20

W HCb-Disk  100.0% W LHCb_USER 0.0% W LHCb-USER 0.0%
Generated on 2016-02-27 21:41:41 UTC




Next data processing steps

- Before restart of data taking
- Finish Run 2 incremental stripping

- Turbo reprocessing
- NB: 2015 data also contained RAW information which allows this

- Run 1 incremental stripping
« Currently pre-staging the input data

- Several other smaller campaigns (proton-Argon Stripping, PbPb
processing)

- Sim 09
- Next version of the simulation framework
- Currently in validation
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Upgrade Work towards Run 3

- Big upgrade step for LHCDb for Run 3 in all areas
- Run 4 upgrade comparably small to this step

- Currently finishing a “roadmap document”

- To assess current situation, identify areas of needed improvements,
estimate person power needed

- Focus on improvements in applications
- Event Model, Framework, Adoption of new platforms, Simulation,

- Computing TDR to be released by Q4/2017

- Personpower situation possibly a big concern
- Operations of Run 2 in conflict with the upgrade activities
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Upgrade Work towards Run 3

- Big upgrade step for LHCb for Run 3 in all areas_ ,
- Run 4 upgrade comparably small to this step _ :N;e\k \\

- Currently finishing a “roadmap docum~ ’(\’e*li\ e, -

: : : e -7 N0 ! o
- To assess current situation, identify O(a\\ 4 'O} _.mprovements,
-

- S
estimate person power neede” A\ W
Focus on im SN OG-~

: provemes~y W \(\O, S

- Event Model )f’ \)656\:\0(\\2 =1 of new platforms, Simulation,
'a -

- s
- Compusigeald Ci‘ese(i\,.eleased by Q4/2017
o Peﬁ@oa\é\\eé ¥ tuation possibly a big concern

. Op\?foﬂg of Run 2 in conflict with the upgrade activities
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Summary

- Very good usage of 2015 requested cpu & disk resources

- Very good usage of HLT farm resources
- +30 % additional resources over Xmas break

- Several more big data processing campaigns planned
before 2016 data taking

- Next big computing step is the preparation for Run 3

- Concrete planning has started. Several decision points by the end
of this year.

- TDR by end of 2017
- More detalls at the forthcoming LHCC meeting
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Summary slide

1 March '16 LHCC Referees



LHCb Summary

° Very gOOd usage Of o 20 Days from 2015-12-17 to 2016-01.06
computing resources

- 2015 WLCG resources

- CPU requests already used up |
- Almost all disk resources used

- HLT farm
- E.g. additional 30 % of
resources over Xmas break
- LHCD currently concentrating on upgrade for Run 3
- Computing TDR scheduled for Q4/17
- Roadmap discussed next week within the collaboration
- Detailed information to the LHCC to be given in June
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