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• Thanks to Pere, Lorenzo and Andrei for their 

feedback for the presentation 
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• West Chile (~100 km from Santiago) 

• Major seaport  

 

Source: Wikipedia 

https://www.google.es/url?sa=i&rct=j&q=&esrc=s&frm=1&source=imgres&cd=&cad=rja&uact=8&ved=0ahUKEwiVo5KclYvLAhXBWBQKHXO5CygQjRwIBw&url=https://en.wikipedia.org/wiki/Valpara%C3%ADso&psig=AFQjCNG2jvuWzRNZ1nPXwpdnIDiljPspgQ&ust=1456223447611916
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• Universidad Técnica Federico Santa María (UTFSM) 

• Science & technology studies 

 

 

Source: Wikipedia 
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• From the website: 
 

“The 17th edition of ACAT aims to […] bring together  

computer science researchers and practitioners, and 

researchers from particle and nuclear physics, astronomy and astrophysics and 

accelerator science to explore […] computing, automated data analysis as well as 

theoretical calculation technologies.” 

 

• 5 days, ~100 participants 

 

• Plenary sessions + three tracks: 
– Computing Technology for Physics Research 

– Data Analysis – Algorithms and tools 

– Computations in Theoretical Physics 
 We’ll focus on these two 

http://www.google.ch/url?sa=i&rct=j&q=&esrc=s&frm=1&source=images&cd=&cad=rja&uact=8&ved=0ahUKEwjNi-q1v4vLAhVFQhQKHdQwBCMQjRwIBw&url=http://oproject.org/tiki-read_article.php?articleId=16&psig=AFQjCNHgNNZqvsM2Z2-QKktq1sqAtAR5Qg&ust=1456234771319883
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• ROOT development Roadmap (plenary) – Pere 
– Current status, plans and ideas 

– Positive feedback: new interfaces, modularisation, 

notebooks 

• Machine learning tools in ROOT – Lorenzo 
– TMVA redesign and latest developments: RMVA, PyMVA 

• GeantV: from CPU to accelerators – Andrei 
– Status of the project and recent progress on coprocessors: 

XeonPhi and GPU 

– Positive feedback: GeantV demonstrator + generic 

interface to backends  

• Data Mining as a Service – Enric 
– Interest for custom environment, caching of results 

– Volunteers for beta testing 
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• Grid & (HPC) cluster computing, distributed 

processing - Optimization 
– Data placement 

– Data caching 

– Scheduling 

– How to optimise app execution 

– How to detect anomalies, monitoring 

 Main topic 

 

• Parallelisation 
– AthenaMT 

– Vectorisation in simulation: GeantV 

– Statistical analysis: GooFit (GPU) 

 Few contributions 
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• Machine learning, new analysis methods 
– Estimation of likelihood ratio 

– Re-weight distributions using BDTs 

– SVMs (to be integrated in TMVA) 

 High presence 
 

• Online processing 
– Triggers: soft vs hard 

– Different strategies depending on experiment 

 Deal with increased luminosity 
 

• Declarative syntax for analysis 
– Events.SelectMany(jets) 

                .Where(|jet.eta| < 2.0) 

                .Do(hist.Fill(jet.pT)); 
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J. Ibsen 
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• Workshop atmosphere 
– Medium number of participants 

– Many discussions 

• Expected more talks about Cloud / service orientation 
– Most infrastructure talks were Grid or (HPC) cluster oriented 

– Few cloud efforts (usually hybrid setups) 

– Almost no containerised deployments 

• Few approaches explore big data platforms 
– When mentioned, usually for non-physics analysis (system monitoring, 

processing of metadata) 

• Machine learning hype has reached HEP as well 
– Discussion of analysis methods 

• Parallelisation 
– Mainly in frameworks 

– Need to engage people! 


