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Goal(s) 

 Physicists share their challenges and used tools 

 ML experts share their experience and tools available 

 Provide overview and hands-on experience for popular tools and methods in 

various fields of Machine Learning 

 

 

 

Details 

 1st of its kind in the heavy flavour community (as far as I know) 

- Note: not specifically targeted at heavy flavour community in any way ;-) 

 Held in Zurich 18-20 Feb. 2016 

 https://indico.cern.ch/event/433556/ 

 Agenda contained general talks, tutorials and 

OpenSpace technology discussion sessions 

https://indico.cern.ch/event/433556/
https://indico.cern.ch/event/433556/
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 Very informal  facilitated interaction and discussions 

 

  Excellent presentations and tutorials, very interesting / useful 

 

 

 

 There is a large gap between what HEP community uses and what is available 

 Also the language of both communities are often not the same 

  we need to catch up ! 

 

 

 

 Whole world out there with techniques/tools often un-/under-used in HEP 

- E.g. scikit-learn and deep learning tools 

 Typically used via Python 

  again we need to catch up ! 

 



Eduardo Rodrigues 4/17 DIANA Meeting, 22 Feb. 2016 

Joaquin Vanschoren 
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Joaquin Vanschoren 
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 Introduction to challenges in HEP relevant to ML techniques 

 Pitfalls of evaluating a classifier's performance in HEP applications 

 

 Mathematics of Big Data 

 Decision trees 

 Non-trivial applications of boosting (e.g. reweighting distributions) 

 Transfer learning 

 Data doping 

 Tuning of hyper-parameters 

 Classifier output calibration 

 Data fusion 

 Formal Concept Analysis & Concept-based clustering 

 Multi-label learning 

 Deep learning 

 Latent variable modelling 

 

 Etc. 
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 hep_ml, scikit-learn, TMVA, XGBoost, etc. 

 

 Jupyter 

 Github 

 OpenML 

 Crowdsourcing 

 

 Reproducible Experiment Platform (REP) & Everware 

 

 OpenML 

 

 TensorFlow 

 Theano 

 Keras 

 

 Etc. 
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 HEP-specific cases of ML 

 Future ML & HEP challenges 

 Advanced classification 

 Collaborative research environment 

 Infrastructure optimisation 

 Anomaly detection 

 Etc. 
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Winner of physics prize of Kaggle challenge “Flavours of Physics Challenge” 

used transfer learning to devise his algorithm 

 

 

 

 

 

 

 

 

 Can we use this to account for data-MC differences … ? 

Alexander Rakhlin 
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Vicens Gaitan 

Approach used by another winner of physics prize of Kaggle challenge 

 



Eduardo Rodrigues 11/17 DIANA Meeting, 22 Feb. 2016 

 Goal: assign weights to MC such that it matches data distribution 

 Trivial in 1D but much harder job if reweighting in various dimensions 

 “BDT reweighter” implemented in package hep_ml 

Alex Rogozhnikov 



Eduardo Rodrigues 12/17 DIANA Meeting, 22 Feb. 2016 

 Hyper-parameters examples: 

tree depth in decision trees, gradient descent step size in NNs, etc. 

Alexander Fonarev 

 Artem Vorozhtsov  
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 We often need the output value to be a true probability, from 0 to 1 – obvious 

 But not all classifiers are probabilistic, e.g. Support Vector Machines 

 

 Classification = transformation of the score returned by a classifier into a 

 posterior class probability 

 

 

 

 

 

 

 

 

 

 

 

Calibration methods discussed 

 Quantile binning, Platt scaling, isotonic regression 

Tatiana Likhomanenko 
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Problem statement 

 construct approximation of high-fidelity function 

 

 

 

 

 

 

 

 

 

 

 

 
 

Various methods discussed 

 Difference approximation, co-kriging, etc. 

 Tensor product of approximations 

 

 

 

Eugene Burnaev 
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 One presentation with application to reconstruction in HEP 

 

 TensorFlow intro & tutorial 
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Amir Farbin 
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 Open source software library for numerical computation 

using data flow charts 


