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ata Mining workshop

ir challenges and used tools

perience and tools available

-on experience for popular tools and methods in
rning

ind in the heavy flavour community (as far as | know)
ot specifically targeted at heavy flavour community in any way ;-)

rich 18-20 Feb. 2016

=
Agenda contained general talks, tutorials and
OpenSpace technology discussion sessions
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xandon / general remarks

icilitated interaction and discussions

and tutorials, very interesting / useful

large gap between w
anguage of both commun
1eed to catch up !

P community uses and what is available
are often not the same

] out there with techniques/tools often un-/under-used in HEP

earn and deep learning tools
TyplcaIIy used via Python

d

Y again we need to catch up !
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Joaquin Vanschoren

OpenML

WHAT IF WE CAN EXPLORE DATA
COLLABORATIVELY

ON WEB SCALE |IN REAL TIME
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Data(driven) science ecosystem

Few of us are experts in all crafts at once (we collaborate)

Algorithm design, Implementing,
selection running code

Problem definition,
data collection

, 22Feh 2016 5/17



Qverview of topics presented

1allenges in HEP relevant to ML techniques
a classifier's performance in HEP applications

(e.g. reweighting distributions)

hyper-parameters
output calibration

Deep learning
Latent variable modelling

A TEiE
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ware projects presented

., TMVA, XGBoost, etc.

Experiment Platfo & Everware
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PpenSpace discussions

ific cases of ML

EP challenges
Etc.

ch environment
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. :
Iransfer learning Alexander Rakhlin

Ics prize of Kagglec h a | | eFragpars éif Physics Challengeo
ning to devise his algorithm

The idea of attesting model on control channel is certainly reasonable and can
be implemented in theoretically sound way. In Machine Learning the problem of
different data sets is well known, and solution is called Transfer learning. It
aims at transferring knowledge from a model created on the train data set to
the test data set, assuming they differ in some aspecits, e.g. in distribution.

ve use this to account fordata-MC di f f er ences
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Eduardo Rodrigues

Vicens Gaitan

r winner of physics prize of Kaggle challenge
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