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Tevatron (p-p) LHC	(p-p)	13	TeV

1 km-2 century-1

• Opportunity	to	understand	high-
energy	Universe
– Production	(sources;	acceleration	
mechanisms…)

– Propagation	(Magnetic	fields…)

• Opportunity	to	test	particle	
physics at	energies	above	the	LHC
– High-energy	interactions

• E	=	1019 eV =>	sqrt(s)	~	130	TeV

– Different	kinematic	regimes
• Ebeam up	to	108 TeV



Area:	3000	km2

Located in the Pampa	
Amarilla,	Mendoza,	
Argentina

Altitude:	1400	m	a.s.l.

Pierre	Auger	Observatory

3



Pierre	Auger	Observatory
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Data	taking	since	2004
Installation	completed	 in	2008

• ~ 1600	Surface	
Detector (SD)	Stations
• 1.5	km	spacing
• 3000	km2

Low	energy	extension
• Aim	to	E	≈	1017 eV
• AMIGA

– Denser	array	plus	
muon detectors

• HEAT
– 3	additional	FD	

telescopes	with	a	
high	elevation	FoV

~	60	km

• 4		Fluorescence	Detectors (FD)
• 6	x	4	Fluorescence Telescopes
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16	countries,	≈	90	institutions,	≈	500	authors
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Measuring the UHECR flux above 0.3 EeV
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) Combined measurement of UHECRs over almost 3 decades in energy!

2 / 15

e.m.

• FD:	Collects	the	fluorescence	light
produced	by	the	e.m.	shower	
component in	moonless	nights
– ~15%	duty	cycle
– Energy	from	integral

• Quasi-calorimetric	measurement
– Depth	of	shower	maximum	(Xmax)

• Composition	 sensitive
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Surface	Detector

Air shower reconstruction

Example event with
E = (76 ± 2)EeV, ✓ = 54�

(Id: 201022604238)

SD: Lateral distribution at
optimal distance S(r
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FD energy:
R
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• SD:	Sample the	charged	
secondary	particles	that	arrive	
at	ground
– 100%	duty	cycle
– Shower	direction:	from	arrival	

time
– Energy	estimator:	signal	at	1000	

m	from	the	core
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e.m.

μ

Surface	Detector

• Inclined events
– Measure	directly	muons at	ground

• Muon	Production	Depth	(MPD)
– Use	arrival	time	at	ground plus	

shower	geometry	to	reconstruct	
the	muon	production	profile



Hybrid	technique	advantages
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• Calibration	of	SD	with	FD
– FD	provides	a	quasi-
calorimetric	energy	
measurement

• Improve	geometry	
reconstruction
– For	hybrid	events

• Different	insights	of	the	
shower
– Access	different	shower	
components

– Test	shower	consistency

UHECR spectrum with the Pierre Auger Observatory Inés Valiño
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Figure 1: Correlation between the energy estimators
(see text) and the energy FD energy. S38 and S35 are
given in units of Vertical Equivalent Muon or VEM,
corresponding to the signal produced by a vertical
muon traversing the detector through its center. Since
N19 is a scaling factor it is dimensionless.

The resolution in the SD energy is
computed from the distribution of the ratio
A(Ŝ)B/EFD for the hybrid events used for the
calibration, assuming a fixed FD energy res-
olution of 7.6%. The resulting average reso-
lutions are reported in Table 1.

3. Energy spectrum

The final step in measuring the energy
spectrum is a precise determination of the ex-
posure for the observations. Above the en-
ergy for full detector efficiency, the calcula-
tion of the SD exposure is based solely on the
determination of the geometrical aperture of
the array for the corresponding zenith-angle
interval and of the observation time. The
choice of a fiducial trigger based on active
hexagons allows one to exploit the regularity of the array, and to compute the aperture simply as
the sum of the areas of all active hexagons. The calculation of the hybrid exposure is more com-
plex. It relies on a detailed time-dependent Monte Carlo (MC) simulation which exactly reproduces
the data taking conditions and includes the response of the Hybrid detector [8]. The result is an
exposure growing with shower energy above the threshold energy of 1018 eV.

A correction must be applied to the measured flux to account for the effect of the finite resolu-
tion in the energy determination, responsible for bin-to-bin event migration. For a steeply-falling
spectrum, upward movements of reconstructed energies into a given bin are not compensated by
movements from the opposite direction. The net effect is that the measured spectrum is shifted to-
wards higher energies with respect to the true one. For the hybrid measurement, this is corrected by
calculating the exposure as a function of the reconstructed energy instead of the input energy in the
MC. For the SD measurements, a forward-folding approach is applied. MC simulations are used
to generate a bin-to-bin migration matrix that accounts for all the resolution effects and physical
fluctuations in shower development. The matrix is then used to find a flux parameterisation that
fits the measured data when forward-folded, using a binned-maximum likelihood approach assum-
ing Poisson statistics. The forward-folded spectrum is finally divided by the input flux to obtain
the correction factor which is in turn applied to the measured binned spectrum to obtain the true
spectrum. This correction is slightly energy dependent but is below 15% over all of the E-range.

Here we present an update of the measurements of the energy spectrum derived from vertical
SD data sets recorded by both the 750 m and 1500 m arrays up to 31 Dec 2014, and hybrid data up
to 31 Dec 2013. Moreover, we report the spectrum derived from inclined events recorded by the
1500 m array up to 31 Dec 2013, recently published in [13]. Values of the corresponding exposures
are given in Table 1, together with other experimental parameters describing the data. Note that
the exposure for the vertical SD-750 m data set is double the value reported previously in [14].
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Pierre	Auger	Observatory	Results

A	small	selection	of	the	
observatory	results
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Energy Spectrum of UHECRs
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I. Valino for the Pierre Auger Coll., Proc. 34th ICRC, arXiv:1509.03732 [4 of 43]

I.	Valiño for	the Pierre	Auger Coll.,	Proc.	34th	ICRC	(2015)
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Energy Spectrum of UHECRs
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Ankle

GZK	effect
(predicted	in	1966)

Energy spectrum  
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Two	possible	scenarios
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A. Schulz et al. Energy spectrum measured at the Pierre Auger Observatory
33RD INTERNATIONAL COSMIC RAY CONFERENCE, RIO DE JANEIRO 2013

Figure 5: The combined energy spectrum of UHECRs as mea-
sured at the Pierre Auger Observatory. The numbers give the total
number of events inside each bin. The last three arrows represent
upper limits at 84% C.L.

Parameter Result (±sstat ±ssys)

log10(Ea/eV) 18.72±0.01±0.02
g1 3.23±0.01±0.07
g2 2.63±0.02±0.04
log10(E1/2/eV) 19.63±0.01±0.01
log10 W

c

0.15±0.01±0.02

Table 2: Parameters, with statistical and systematic uncertainties,
of the model describing the combined energy spectrum measured
at the Pierre Auger Observatory.
brid spectrum down by 6%. Compared to the previous pub-
lication, the precision in determining the spectral index be-
low the ankle has increased significantly, mainly due to the
addition of the 750 m array. We report a slightly flatter spec-
trum below the ankle (now: 3.23±0.01 (stat) ±0.07 (sys),
previous publication: 3.27± 0.02) and an increase of E

a

(now: 18.72± 0.01 (stat) ± 0.02 (sys), previous publica-
tion: 18.61±0.01) [22]. The large systematic uncertainties
in g1 are dominated by the uncertainty of the resolution
model used for correcting the measured flux. At the same
time, the uncertainty in the energy scale of 14% is propa-
gated into the final result.

The combined energy spectrum is compared to fluxes
from three astrophysical scenarios in Fig. 6. Shown are
models assuming pure proton or iron composition. The
fluxes result from different assumptions of the spectral index
b of the source injection spectrum and the source evolution
parameter m. The model lines have been calculated using
CRPropa [30] and validated with SimProp [31].

5 Summary
The flux of cosmic rays above 3⇥1017 eV has been mea-
sured at the Pierre Auger Observatory combining data from
surface and fluorescence detectors. The spectral features are
determined with unprecedented statistical precision. The
fitted parameters are compatible with previous results given
the change in the energy scale. There is an overall uncer-
tainty of the revised energy scale of 14% [23]. Current re-
sults from Xmax measurements and an interpretation of the
measurements concerning mass composition are presented
in [28, 29]. The spectrum as measured with the SD 750 m
array is presented in more detail at this conference in [9].
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Figure 6: The combined energy spectrum compared to energy
spectra from different astrophysical scenarios (see text).
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Figure 5. Mean value of the depth of shower maximum ⟨Xmax⟩ and its dispersion σ(Xmax) as
measured by Auger [15] and in our calculations with the same choice of parameters of figure 4. The
different colors of the shadowed regions correspond to the three choices for the additional galactic
component: protons (red), helium (gray) and iron (blu).

On the other hand, as discussed above, an additional CR component appears to be
required by the Auger data in the energy range E < 5×1018 eV, therefore here we introduce
such a component in the form of a speculative Galactic CR flux, parametrized as:

Jgal(E) = J0e
−E/E⋆

(

E

E⋆

)

−γ

(3.2)

with E⋆ = 1018 eV, γ = 2.65 and J0 chosen in order to fit the observations. The choice of the
power law index γ in equation (3.2) comes from the galactic cosmic rays spectra as computed
in [47]. In figure 4 we plot the all particle spectrum with the same choice of the injection
parameters used in figure 2 and the additional galactic component, Eq. (3.2), plotted as a
dotted black curve.

Given the speculative nature of the Galactic component used here, we left its chemical

– 10 –

Aloisio et	al	(2014)

Cutoff	caused	by	GZK	or	photo-
disintegration	

Cutoff	caused	by	source	energy	
exhaustion	

The	UHECR	composition	is	essential	to	understand	
the	spectrum	features	cause

Pure	proton	or	Fe	nuclei	at	source	 Mixed	composition	 at	source
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with L worse than that obtained from the real data. Since
the parameters in the fit are constrained by both physical
and unitarity bounds, we do not expect L to necessarily
behave like a χ2 variable and hence do not use the
ΔL ¼ 1=2 rule to obtain the statistical uncertainty on the
fit parameters. Instead, the statistical uncertainty for each
species has been determined by using a generalization
of the Feldman-Cousins procedure [12]. Known as the
profile-likelihood method [13], a multidimensional
likelihood function is reduced to a function that only
depends on the parameter of prime interest. The 68%
confidence range for each species fraction is determined
through this method by treating the other species frac-
tions as nuisance parameters. The method properly

accounts for correlations and provides a smooth tran-
sition from two-sided bounds to one-sided limits.

IV. SYSTEMATIC UNCERTAINTIES

The most important source of systematic uncertainty
considered is that on Xm

max itself as determined in Ref. [4].
The effect of this uncertainty on the fit fractions is
determined by fitting the data with model predictions
shifted in Xmax by an amount δXmax. The models are
shifted rather than the data in order to avoid statistical
artifacts resulting from rebinning of the data. Since we do
not expect the fit fractions to evolve monotonically with
respect to δXmax, we scan δXmax between þ1σ and −1σ in

 0

 100

 200

 300

 400

 500

 600

 500  600  700  800  900  1000

N

 

Sibyll 2.1

log(E/eV) = 17.8-17.9

p < 10-4

 

 

 

 

 

 

 

 500  600  700  800  900  1000

 

 

Sibyll 2.1

log(E/eV) = 17.8-17.9

p = 0.013

 

 

 

 

 

 

 

 500  600  700  800  900  1000

 

 

Sibyll 2.1

log(E/eV) = 17.8-17.9

p = 0.235

Fe
N

He
p

Auger

 0

 100

 200

 300

 400

 500

 600

 500  600  700  800  900  1000

N

 

QGSJET II-04

log(E/eV) = 17.8-17.9

p < 10-4

 

 

 

 

 

 

 

 500  600  700  800  900  1000
 

 

QGSJET II-04

log(E/eV) = 17.8-17.9

p < 10-3

 

 

 

 

 

 

 

 500  600  700  800  900  1000

 

 

QGSJET II-04

log(E/eV) = 17.8-17.9

p = 0.326

 0

 100

 200

 300

 400

 500

 600

 500  600  700  800  900  1000

N

Xmax  [g/cm2]

EPOS-LHC

log(E/eV) = 17.8-17.9

p < 10-4

 

 

 

 

 

 

 

 500  600  700  800  900  1000

 

Xmax  [g/cm2]

EPOS-LHC

log(E/eV) = 17.8-17.9

p = 0.776

 

 

 

 

 

 

 

 500  600  700  800  900  1000

 
Xmax  [g/cm2]

EPOS-LHC

log(E/eV) = 17.8-17.9

p = 0.769

FIG. 5 (color online). Xmax distribution of the fits for energy bin E ¼ 1017.8–17.9 eV. Results using Sibyll 2.1 are shown in the top row,
QGSJET II-4 in the middle row, and EPOS-LHC in the bottom row. The left column displays results where protons and iron nuclei were
used, the central column also includes nitrogen nuclei, and the right column includes helium nuclei in addition.
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• Interpretation	of	the	Xmax distribution	in	terms	of	mass	composition
– Proton showers	have	in	average	deeper	Xmax than	iron	induced	showers
– Xmax fluctuates	more	for	proton	induced	showers

iron

proton

E = 1019 eV



Mass	composition	interpretation
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Figure 2.9: Estimate of the composition of ultra-high energy cosmic rays at the top of the atmo-
sphere [23]. The Xmax distributions measured with the Auger Observatory have been fitted by a
superposition of four mass groups accounting for detector resolution and acceptance effects. The
error bars show the combined statistical and systematic uncertainties of the mass estimates, except
those related to the choice of the hadronic interaction models.

LHC [72, 73], QGSJet II.04 [74] and Sibyll 2.1 [75] have been used for data interpretation to 430

get some understanding of the systematic uncertainties related to the modeling of hadronic
interactions.

One striking result is the presence of a large fraction of protons in the energy range of
the ankle. At the same time, according to the Auger data, the anisotropy of the arrival
directions of these protons cannot be larger than a few percent. This is in contradiction to the 435

expectations for light particles produced in Galactic sources, given the current knowledge
of propagation in the Galactic magnetic field [109, 110]. Thus the protons at energies as
low as 1018 eV are most likely of extragalactic origin, or one has to accept rather extreme
assumptions about the Galactic magnetic field.

Another surprising observation is the disappearance of the proton component just below 440

1019 eV and, at the same time, the appearance of a helium component. There are indications
that a similar transition from helium to the nitrogen mass group could take place at higher
energy, but the statistics of the data of the fluorescence telescopes are not high enough to be
conclusive. We will not attempt here to speculate on the origin of these transitions and only
point out that we do not have enough composition-sensitive data to derive the composition 445

at energies higher than 1019 eV, even if we understood hadronic interactions much better
than now.

Finally we want to mention that there are indications for a possible re-appearance of a
proton component at high energy that could be related to the possible anisotropy on small
angular scales observed above 5.5⇥1019 eV. With respect to the model scenarios we will 450

discuss below, confirming the existence of a proton population at the highest energies would
indicate another class of sources, possibly distributed over cosmological distances. These
protons are expected to be correlated in arrival direction with their sources and could open

Energy	flux	
suppression	 region

Ankle

• Interpretation	of	the	Xmax distribution in	terms	of	mass	composition
– Depends	on	the	performance	of	hadronic	interaction	models

• Mostly	proton	at	low	energies
• Intermediate	mass	states	at	the	highest	available	energies
• Nearly	no	iron

?
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Measurement of the UHE Proton+Air Cross
Section
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Figure 2.27: Principle of the Xmax-distribution decomposition method. The Xmax-distribution results
from the convolution of the distributions of X1 and DX1, where DX1 = Xmax � X1.

kX = Lobs/lp�air. The found dependence of kX on a changing multiplicity as well as cross sec-
tion has never been taken into account by any air shower based cross section measurement.

Xmax-RMS method. For a short time it was believed that the proton-air cross section can be
obtained just from the measurement of Xmax-fluctuations [115, 116]. In fact, the fluctuations
are depending on the cross section, but nowadays it is well known that the RMS of the Xmax-
distribution does mostly reflect the primary composition of cosmic rays. As a matter of fact,
it is the best handle we currently have to learn about the primary mass composition. Only
the extremely doubtful assumption of a pure proton cosmic ray composition may allow a
measurement of the cross section this way.

Unfolding of the Xmax-distribution. A real improvement of the cross section measure-
ment techniques was proposed by taking the air shower fluctuations more explicity into
account [109]. This allows us to use not only the slope but more of the shape of the Xmax-
distribution, by at the same time restricting the analysis to a range in Xmax, where the pos-
sible contribution from primaries other than protons is minimal. The ansatz unfolds the
measured Xmax-distribution (2.14), by using a given DX1-distribution to retrieve the original
X1-distribution (see Figure 2.27). The HiRes Collaboration claimed model independence of
the used DX1-distribution, leading to a model independent result for the cross section.

Indeed, this would have been a major step forward, since all the previous techniques
are heavily depending on air shower Monte Carlo simulations and are therefore implicitly
model dependent. Of course also the DX1-distribution can not be accessed by observations,
but has to be inferred entirely from simulations. Recently this triggered a discussion about
the general shape and model dependence of the DX1-distribution [117]. Ultimately this in-
troduces a comparable amount of model dependence, as in the k-factor techniques (see Fig-
ure 2.28, left). This is a natural consequence of the fact that all air shower based analysis
techniques are based on expression (2.14) in one or the other way.

Figure 2.28 (left) visualizes the dependence of the DX1-distribution on hadronic inter-
action models. The DX1-distribution, which mostly reflects the shower startup phase, is
strongly depending on the parameters of the hadronic interaction models, like the cross
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• Xmax distribution	tail	is	
sensitive	to	the	primary	
cross-section

• If	there	is	enough	proton	it	is	
possible	to	measure	the	p-air	
cross-section	at	very	high	
energies

• Measurement	performed	at:
– E	=	1017.90,	1018.22 eV
– √s	=	38.7,	55.5	TeV

• Using	Glauber theory	is	
possible	to	translate	this	
result	into	p-p	cross-section
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Derived UHE Proton+Proton Cross Section

Inelastic proton-proton cross section

Extended Glauber conversion with inelastic screening + propagation of modeling uncertainties
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Extensive air showers with zenith angles exceeding 62°
are characterized at the ground by the dominance of
secondary energetic muons, since the electromagnetic
component has been largely absorbed in the large atmos-
pheric depth crossed by the shower. Such inclined showers
provide a direct measurement of the muon number at the
ground [14]. The muon number in less inclined air showers
has also been explored [15,16], but the measurement is in
this case complicated by the need to separate the electro-
magnetic and the muonic signals in surface detectors. The
unique features of showers around 60° zenith angle further
led to the derivation of the muon production depth from the
arrival times of signals in the SD [17], which is another
powerful observable to study the mass composition and
hadronic interaction models.
We measure the muon number in inclined air showers

using the relative scale factor N19 which relates the
observed muon densities at the ground to the average
muon density profile of simulated proton-induced air
showers of fixed energy 1019 eV. This approach follows
from developments that have been introduced to recon-
struct inclined showers, taking into account the rich spatial
structure of the muon distributions at the ground. The scale
factor N19 is independent of the zenith angle and details of
the location of the observatory [18,19] and can be also used
as an estimator of the muon number. These developments
led to the first limit on the fraction of cosmic photons in the
EeVenergy range [20] and to an independent measurement
of the energy spectrum of cosmic rays [21].

II. RECONSTRUCTION OF THE
MUON NUMBER

Inclined showers generate asymmetric and elongated
signal patterns in the SD array with narrow pulses in time,
typical for a muonic shower front. Events are selected by
demanding space-time coincidences of the signals of
triggered surface detectors which must be consistent with
the arrival of a shower front [10,22]. After event selection,
the arrival direction ðθ;ϕÞ of the cosmic ray is determined
from the arrival times of this front at the triggered stations
by fitting a model of the shower front propagation. The
achieved angular resolution is better than 0.6° above
4 × 1018 eV [23].
Once the shower direction is established, we model the

muon density ρμ at the ground point ~r as

ρμð~rÞ ¼ N19ρμ;19ð~r; θ;ϕÞ; ð3Þ

where ρμ;19 is the parametrized ground density for a proton
shower simulated at 1019 eV with the hadronic interaction
model QGSJETII-03 [24]. An example is given in Fig. 1. It
was shown in detailed studies [25,26] that the attenuation
and shape of ρμ;19 depend very weakly on the cosmic-ray
energy E and mass A for showers with θ > 60°, so the
factorization in Eq. (3) is a good approximation for showers

above 1018 eV. It was also shown that the lateral shape
of ρμ;19 is consistently reproduced by different hadronic
interaction models and air shower simulation codes. The
lateral shape at the ground is mainly determined by
hadronic interactions at beam energies of up to a few
hundred GeV, in which models are constrained by data
from fixed target experiments. The strong zenith angle
dependence is factorized out into ρμ;19 in Eq. (3), so that the
scale factor N19 at a given zenith angle is a relative measure
of the produced number of muons Nμ, addressed in Eq. (1).
The scale factor N19 is inferred from measured signals

with a maximum-likelihood method based on a probabi-
listic model of the detector response to muon hits obtained
from GEANT4 [27] simulations with the Auger Offline
software framework [28]. A residual electromagnetic signal
component is taken into account based on model predic-
tions (typically amounting to 20% of the muon signal) [29].
The procedure is described in full detail in Ref. [30].
The reconstruction approach was validated in an end-

to-end test with three sets of simulated events. The first set
consists of 100,000 proton and 100,000 iron showers
generated with AIRES [31], using QGSJET01 [32].
Showers following an E−2.6 energy spectrum and an
isotropic angular distribution were simulated at a relative
thinning of 10−6. The second (third) set consists of 12,000
proton and 12,000 iron showers generated using CORSIKA

[33], with QGSJETII-04 [34] (EPOS LHC [35]), with the
same thinning and angular distribution and an E−1 energy
spectrum. Showers have subsequently undergone a full
simulation of the detector, with random placement of
impact points in the SD array. Simulated and real events
were reconstructed with the same procedure.

FIG. 1. Expected number of muon hits per SD station as
predicted by the reference profile ρμ;19, for θ ¼ 80° and ϕ ¼ 0°, in
cylindrical coordinates around the shower axis. The radial density
roughly follows a power law in any given direction. The
quadrupole structure is generated by charge separation in Earth’s
magnetic field. The weaker dipole structure is caused by
projection effects and muon attenuation. Early (late) arriving
particles are on the right (left) side in this projection.
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hlnRμi numerically based on our fitted model of the
intrinsic fluctuations:

hlnRμið1019 eVÞ ¼
Z

∞

0
lnRμN ðRμÞdRμ

¼ 0.601$ 0.016þ0.167
−0.201ðsysÞ; ð8Þ

where N ðRμÞ is a Gaussian with mean hRμi and spread
σ½Rμ' as obtained from the fit. The deviation of hlnRμi from
lnhRμi is only 2% so that the conversion does not lead to a
noticeable increase in the systematic uncertainty.
Several consistency checks were performed on the data

set. We found no indications for a seasonal variation, or for
a dependence on the zenith angle or the distance of the
shower axis to the fluorescence telescopes.

V. MODEL COMPARISON AND DISCUSSION

A simple comparison of our data with air showers
simulated at the mean zenith angle θ ¼ 67° with the
hadronic interaction models QGSJETII-04 and EPOS
LHC is shown in Fig. 4. The ratio hRμi=ðE=1019 eVÞ
cancels most of the energy scaling, and emphasizes the
effect of the cosmic-ray mass A on the muon number. We
compute the ratio from Eq. (4) (line), and alternatively by a
binwise averaging of the original data (data points). The

two ways of computing the ratio are visually in good
agreement, despite minor bin-to-bin migration effects that
bias the binwise method. The fitting approach we used for
the data analysis avoids the migration bias by design.
Proton and iron showers are well separated, which

illustrates the power of hRμi as a composition estimator.
A caveat is the large systematic uncertainty on the absolute
scale of the measurement, which is mainly inherited from
the energy scale [38]. This limits its power as a mass
composition estimator, but we will see that our measure-
ment contributes valuable insights into the consistency of
hadronic interaction models around and above energies of
1019 eV, where other sensitive data are sparse.
A hint of a discrepancy between the models and the data

is the high abundance of muons in the data. The measured
muon number is higher than in pure iron showers, sug-
gesting contributions of even heavier elements. This
interpretation is not in agreement with studies based on
the depth of shower maximum [40], which show an average
logarithmic mass hlnAi between proton and iron in this
energy range. We note that our data points can be moved
between the proton and iron predictions by shifting them
within the systematic uncertainties, but wewill demonstrate
that this does not completely resolve the discrepancy. The
logarithmic gain dhlnRμi=d lnE of the data is also large
compared to proton or iron showers. This suggests a
transition from lighter to heavier elements that is also seen
in the evolution of the average depth of shower maximum.
We will now quantify the disagreement between model

predictions and our data with the help of the mass
composition inferred from the average depth hXmaxi of
the shower maximum. A valid hadronic interaction model
has to describe all air shower observables consistently. We
have recently published the mean logarithmic mass hlnAi
derived from the measured average depth of the shower
maximum hXmaxi [40]. We can therefore make predictions
for the mean logarithmic muon content hlnRμi based on
these hlnAi data, and compare them directly to our
measurement.
We consider QGSJET01, QGSJETII-03, QGSJETII-04,

and EPOS LHC for this comparison. The relation of hXmaxi
and hlnAi at a given energy E for these models is in good
agreement with the prediction from the generalized Heitler
model of hadronic air showers,

hXmaxi ¼ hXmaxip þ fEhlnAi; ð9Þ

where hXmaxip is the average depth of the shower maxi-
mum for proton showers at the given energy and fE an
energy-dependent parameter [4,41]. The parameters
hXmaxip and fE were computed from air shower simula-
tions for each model.
We derive a similar expression from Eq. (1) by

substituting Nμ;p ¼ ðE=ξcÞβ and computing the average
logarithm of the muon number

FIG. 4 (color online). Average muon content hRμi per shower
energy E as a function of the shower energy E in double
logarithmic scale. Our data is shown bin by bin (circles) together
with the fit discussed in the previous section (line). Square
brackets indicate the systematic uncertainty of the measurement;
the diagonal offsets represent the correlated effect of systematic
shifts in the energy scale. The grey band indicates the statistical
uncertainty of the fitted line. Shown for comparison are theo-
retical curves for proton and iron showers simulated at θ ¼ 67°
(dotted and dashed lines). Black triangles at the bottom show the
energy bin edges. The binning was adjusted by an algorithm to
obtain equal numbers of events per bin.
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hlnNμi ¼ hlnNμip þ ð1 − βÞhlnAi ð10Þ

β ¼ 1 −
hlnNμiFe − hlnNμip

ln 56
: ð11Þ

Since Nμ ∝ Rμ, we can replace lnNμ by lnRμ. The same
can be done in Eq. (2), which also holds for averages due to
the linearity of differentiation.
We estimate the systematic uncertainty of the approxi-

mate Heitler model by computing β from Eq. (11), and
alternatively from dhlnRμip=d lnE and dhlnRμiFe=d lnE.
The three values would be identical if the Heitler model was
accurate. Based on the small deviations, we estimate
σsys½β& ¼ 0.02. By propagating the systematic uncertainty
of β, we arrive at a small systematic uncertainty for the
predicted logarithmic muon content of σsys½hlnRμi& < 0.02.
With Eqs. (9)–(10), we convert the measured mean depth

hXmaxi into a prediction of the mean logarithmic muon
content hlnRμi at θ ¼ 67° for each hadronic interaction
model. The relationship between hXmaxi and hlnRμi can be
represented by a line, which is illustrated in Fig. 5. The
Auger measurements at 1019 eV are also shown. The
discrepancy between data and model predictions is shown
by a lack of overlap of the data point with any of the
model lines.
The model predictions of hlnRμi and dhlnRμi=d lnE

are summarized and compared to our measurement in
Figs. 6–7, respectively. For QGSJETII-03, QGSJETII-04,
and EPOS LHC, we use estimated hlnAi data from
Ref. [40]. Since QGSJET01 has not been included in that
reference, we compute hlnAi using Eq. (9) [4] from the

latest hXmaxi data [40]. The systematic uncertainty of
the hlnRμi predictions is derived by propagating the sys-
tematic uncertainty of hlnAi ['0.03ðsysÞ], combined with
the systematic uncertainty of the Heitler model ['0.02ðsysÞ].
The predicted logarithmic gain dhlnRμi=d lnE is calculated
through Eq. (2), while d lnA=d lnE is obtained from
a straight line fit to hlnAi data points between 4 × 1018

and 5 × 1019 eV. The systematic uncertainty of the
dhlnRμi=d lnE predictions is derived by varying the fitted
line within the systematic uncertainty of the hlnAi data
['0.02ðsysÞ], and by varying β within its systematic
uncertainty in Eq. (2) ['0.005ðsysÞ].
The four hadronic interaction models fall short in

matching our measurement of the mean logarithmic muon
content hlnRμi. QGSJETII-04 and EPOS LHC have been
updated after the first LHC data. The discrepancy is smaller
for these models, and EPOS LHC performs slightly better
than QGSJETII-04. Yet none of the models is covered by
the total uncertainty interval. The minimum deviation is
1.4σ. To reproduce the higher signal intensity in data, the
mean muon number around 1019 eV in simulations would
have to be increased by 30 to 80%½þ17

−20ðsysÞ%&. If on the
other hand the predictions of the latest models were close
to the truth, the Auger energy scale would have to be
increased by a similar factor to reach agreement. Without a
self-consistent description of air shower observables, con-
clusions about the mass composition from the measured
absolute muon content remain tentative.

FIG. 5 (color online). Average logarithmic muon content
hlnRμi (this study) as a function of the average shower depth
hXmaxi (obtained by interpolating binned data from Ref. [40]) at
1019 eV. Model predictions are obtained from showers simulated
at θ ¼ 67°. The predictions for proton and iron showers are
directly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

FIG. 6 (color online). Comparison of the mean logarithmic
muon content hlnRμi at 1019 eV obtained from Auger data with
model predictions for proton and iron showers simulated at
θ ¼ 67°, and for such mixed showers with a mean logarithmic
mass that matches the mean shower depth hXmaxi measured by
the FD. Brackets indicate systematic uncertainties. Dotted lines
show the interval obtained by adding systematic and statistical
uncertainties in quadrature. The statistical uncertainties for proton
and iron showers are negligible and suppressed for clarity.
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• Mean	muon	number	compatible	with	iron	showers	within	
systematic	uncertainties

• Combination	of	the	Rμ with	Xmax shows	tension	between	data	
and	all	hadronic	interaction	models
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• Combined	fit	of	energy	
scale	(RE) and	hadronic	
component	rescaling	(Rhad)	

• Findings:
– No need	for	an	energy	
rescaling

– Hadronic	signal	in	data	is	
significantly	larger with	
respect	to	simulations
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FIG. 3. The contributions of di↵erent components to the
average signal as a function of zenith angle, for stations at
1 km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJet-II-04.

events for a given shower is smaller than the shower-to-
shower fluctuations in real events. More than 107 showers
must be simulated to create the analysis library of well-
fitting simulated showers for the 411 hybrid events of the
dataset. A high-quality fit to the LP is found for all
events, for at least one primary type.

QUANTIFYING THE DISCREPANCY

The history of all muons and EM particles (e± and �’s)
reaching the ground is tracked during simulation, follow-
ing the description in [23]. Most muons come from ⇡± or
K decay and most EM particles from ⇡0 decay. The por-
tion of EM particles that are produced by muons through
decay or radiative processes, and by low-energy ⇡0’s, are
attributed to the hadronic signal, S

had

; muons that are
produced through photoproduction are attributed to the
electromagnetic signal, SEM . The relative importance
of the di↵erent components varies with zenith angle, as
illustrated in Fig. 3. Once SEM and S

had

are known
for a given shower i, with assumed primary mass j, the
rescaled simulated S(1000) can be written as:

S
resc

(RE , R
had

)i,j ⌘ RE SEM,i,j+R
had

R↵
E S

had,i,j . (1)

The linear scaling of the EM contribution with RE is
obvious, as is the factor R

had

for the hadronic contribu-
tion. The factor R↵

E reflects the fact that the hadronic
signal increases slower than linearly with energy, since
higher energy events require more stages in the shower
cascade before the pions have low enough energy to decay
to muons rather than re-interact, and at each stage, en-
ergy is removed from the hadronic cascade. The value of
↵ is a prediction of the HEG and depends also on mass;
in practice both EPOS and QGSJet-II simulations find
↵ ⇡ 0.9, relatively independently of composition [24]. We

TABLE I. RE and R
had

with statistical and systematic un-
certainties, for QGSJet-II-04 and EPOS-LHC.

Model RE R
had

QII-04 p 1.09± 0.08± 0.09 1.59± 0.17± 0.09
QII-04 Mixed 1.00± 0.08± 0.11 1.61± 0.18± 0.11

EPOS p 1.04± 0.08± 0.08 1.45± 0.16± 0.08
EPOS Mixed 1.00± 0.07± 0.08 1.33± 0.13± 0.09

investigated the sensitivity of our conclusions to the pos-
sibility that ↵ predicted by the models is incorrect, and
find its potential e↵ect is small enough to be ignored for
the present analysis [25].

The best fit values of RE and R
had

are determined
by maximizing the likelihood function

Q
i Pi, where the

index i runs over each event in the data set and the con-
tribution of the ith event is

Pi =
X

j

pj (X
max,i)q

2⇡�2

i,j

exp

"
� (S

resc

(RE , R
had

)i,j � S(1000)i)
2

2 �2

i,j

#
.

(2)
The index j labels the di↵erent possible primaries (p, He,
N and Fe), and pj (X

max,i) is the prior on the probability
that an event with X

max,i has mass j, given the mass
fractions fj in the interval 1019±0.2 eV (see [8] for the fit
to the observed X

max

distribution for each HEG):

pj(Xmax

) = fj Pj(Xmax

) / ⌃jfj Pj(Xmax

), (3)

where Pj(Xmax

) is the probability density of observing
X

max

for primary type j, for the given HEG. The
variance entering Equation (2) includes (a) measurement
uncertainty of typically 12%, from the uncertainty in
the reconstruction of S(1000), the calorimetric energy
measurement, and the uncertainty in the X

max

scale, as
well as (b) the variance in the ground signals of showers
with matching LPs due to shower-to-shower fluctuations
(ranging from typically 16% for proton-initiated showers
to 5% for iron-initiated showers) and (c) the uncertainty
in separating Sµ and SEM in the simulation, and from
the limited statistics of having only three simulated
events (typically 10% for proton-initiated showers and
4% for iron-initated showers).

RESULTS AND DISCUSSION

Table I gives the values of RE and R
had

which max-
imize the likelihood of the observed ground signals, for
the various combinations of HEGs and compositions con-
sidered. The systematic uncertainties in the reconstruc-
tion of X

max

, E
FD

and S(1000) are propagated through
the analysis by shifting the reconstructed central val-
ues by their one-sigma systematic uncertainties. Fig. 4
shows the one-sigma statistical uncertainty ellipses in the
RE�R

had

plane; the outer boundaries of propagating the
systematic errors are shown by the grey rectangles.
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composition (open circle/square). The ellipses and grey boxes
show the 1-� statistical and systematic uncertainties.

The values of R
had

needed in the models are compara-
ble to the corresponding muon excess detected in highly-
inclined air showers [7], as is expected because at high
zenith angle the non-hadronic contribution to the sig-
nal (shown with red curves in Fig. 3) is much smaller
than the hadronic contribution. However the two anal-
yses are not equivalent because a muon excess in an
inclined air shower is indistinguishable from an energy
rescaling, whereas in the present analysis the systematic
uncertainty of the overall energy calibration enters only
as a higher-order e↵ect. Thus the significance of the
discrepancy between data and model prediction is now
more compelling, growing from 1.38 (1.77) sigma to 2.1
(2.9) sigma respectively for EPOS-LHC (QGSJet II-04),
adding statistical and systematic errors from Fig. 6 of
[7] and Table I, in quadrature.

The signal deficit is smallest (the best-fit R
had

is the
closest to unity) with EPOS-LHC and mixed composi-
tion. This is because, for a given mass, the muon signal
is ⇡ 15% larger for EPOS-LHC than QGSJet-II-04 [27],
and in addition the mean primary mass is larger when the
X

max

data is interpreted with EPOS than with QGSJet-
II [9].

Within the event ensemble used in this study, there
is no evidence of a larger event-to-event variance in the
ground signal for fixed X

max

than predicted by the cur-
rent models. This means that the muon shortfall cannot
be attributed to an exotic phenomenon producing a very
large muon signal in only a fraction of events, such as
could be the case if micro-black holes were being pro-
duced at a much-larger-than-expected rate [28, 29].

SUMMARY

We have introduced a new method to study hadronic
interactions at ultrahigh energies, which minimizes re-
liance on the absolute energy determination and improves
precision by exploiting the information in individual hy-

brid events. We applied it to hybrid showers of the Pierre
Auger Observatory with energies 6-16 EeV (E

CM

= 110
to 170 TeV) and zenith angle 0�60�, to quantify the dis-
parity between state-of-the-art hadronic interaction mod-
eling and observed UHECR atmospheric air showers. We
considered the simplest possible characterization of the
model discrepancies, namely an overall rescaling of the
hadronic shower, R

had

, and we allow for a possible over-
all energy calibration rescaling, RE .

No energy rescaling is needed: RE = 1.00 ± 0.10 for
the mixed composition fit with EPOS-LHC, and RE =
1.00± 0.14 for QGSJet II-04, adding systematic and sta-
tistical errors in quadrature. This uncertainty on RE is
of the same order of magnitude as the 14% systematic
uncertainty of the energy calibration [14].

We find, however, that the observed hadronic signal
in these UHECR air showers is significantly larger than
predicted by models tuned to fit accelerator data. The
best case, EPOS-LHC with mixed composition, requires
a hadronic rescaling of R

had

= 1.33±0.16 (statistical and
systematic uncertainties combined in quadrature), while
for QGSJet II-04, R

had

= 1.61±0.21. It is not yet known
whether this discrepancy can be explained by some in-
correctly modeled features of hadron collisions, possibly
even at low energy, or may be indicative of the onset of
some new phenomenon in hadronic interactions at ultra-
high energy. Proposals of the first type include a higher
level of production of baryons [27] or vector mesons [30]
(see [31] for a recent review of the many constraints to
be satisfied), while proposals for possible new physics are
discussed in [26, 29, 32].

The nature of the discrepancy between models and Na-
ture can be elucidated by extending the present analysis
to the entire hybrid dataset above 1018.5 eV, to deter-
mine the energy dependence of RE and R

had

. In addi-
tion, the event-by-event analysis introduced here can be
generalized to include other observables with complemen-
tary sensitivity to hadronic physics and composition, e.g.,
Muon Production Depth [33], Risetime [34] and slope of
the LDF.

AugerPrime, the anticipated upgrade of the Pierre
Auger Observatory [35], will significantly improve our
ability to investigate hadronic interactions at ultrahigh
energies, by separately measuring the muon and EM com-
ponents of the ground signal.
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Muon content from hybrid events

no need for an energy rescaling 
observed muon signal 1.3-1.6 
times larger than expected 

smallest discrepancy with 
prediction of EPOS-LHC for 
mixed composition (1.9σ level)
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FIG. 3. The contributions of di↵erent components to the
average signal as a function of zenith angle, for stations at
1 km from the shower core, in simulated 10 EeV proton air
showers illustrated for QGSJet-II-04.

events for a given shower is smaller than the shower-to-
shower fluctuations in real events. More than 107 showers
must be simulated to create the analysis library of well-
fitting simulated showers for the 411 hybrid events of the
dataset. A high-quality fit to the LP is found for all
events, for at least one primary type.

QUANTIFYING THE DISCREPANCY

The history of all muons and EM particles (e± and �’s)
reaching the ground is tracked during simulation, follow-
ing the description in [23]. Most muons come from ⇡± or
K decay and most EM particles from ⇡0 decay. The por-
tion of EM particles that are produced by muons through
decay or radiative processes, and by low-energy ⇡0’s, are
attributed to the hadronic signal, S

had

; muons that are
produced through photoproduction are attributed to the
electromagnetic signal, SEM . The relative importance
of the di↵erent components varies with zenith angle, as
illustrated in Fig. 3. Once SEM and S

had

are known
for a given shower i, with assumed primary mass j, the
rescaled simulated S(1000) can be written as:

S
resc

(RE , R
had

)i,j ⌘ RE SEM,i,j+R
had

R↵
E S

had,i,j . (1)

The linear scaling of the EM contribution with RE is
obvious, as is the factor R

had

for the hadronic contribu-
tion. The factor R↵

E reflects the fact that the hadronic
signal increases slower than linearly with energy, since
higher energy events require more stages in the shower
cascade before the pions have low enough energy to decay
to muons rather than re-interact, and at each stage, en-
ergy is removed from the hadronic cascade. The value of
↵ is a prediction of the HEG and depends also on mass;
in practice both EPOS and QGSJet-II simulations find
↵ ⇡ 0.9, relatively independently of composition [24]. We

TABLE I. RE and R
had

with statistical and systematic un-
certainties, for QGSJet-II-04 and EPOS-LHC.

Model RE R
had

QII-04 p 1.09± 0.08± 0.09 1.59± 0.17± 0.09
QII-04 Mixed 1.00± 0.08± 0.11 1.61± 0.18± 0.11

EPOS p 1.04± 0.08± 0.08 1.45± 0.16± 0.08
EPOS Mixed 1.00± 0.07± 0.08 1.33± 0.13± 0.09

investigated the sensitivity of our conclusions to the pos-
sibility that ↵ predicted by the models is incorrect, and
find its potential e↵ect is small enough to be ignored for
the present analysis [25].

The best fit values of RE and R
had

are determined
by maximizing the likelihood function

Q
i Pi, where the

index i runs over each event in the data set and the con-
tribution of the ith event is

Pi =
X

j

pj (X
max,i)q

2⇡�2

i,j

exp

"
� (S

resc

(RE , R
had

)i,j � S(1000)i)
2

2 �2

i,j

#
.

(2)
The index j labels the di↵erent possible primaries (p, He,
N and Fe), and pj (X

max,i) is the prior on the probability
that an event with X

max,i has mass j, given the mass
fractions fj in the interval 1019±0.2 eV (see [8] for the fit
to the observed X

max

distribution for each HEG):

pj(Xmax

) = fj Pj(Xmax

) / ⌃jfj Pj(Xmax

), (3)

where Pj(Xmax

) is the probability density of observing
X

max

for primary type j, for the given HEG. The
variance entering Equation (2) includes (a) measurement
uncertainty of typically 12%, from the uncertainty in
the reconstruction of S(1000), the calorimetric energy
measurement, and the uncertainty in the X

max

scale, as
well as (b) the variance in the ground signals of showers
with matching LPs due to shower-to-shower fluctuations
(ranging from typically 16% for proton-initiated showers
to 5% for iron-initiated showers) and (c) the uncertainty
in separating Sµ and SEM in the simulation, and from
the limited statistics of having only three simulated
events (typically 10% for proton-initiated showers and
4% for iron-initated showers).

RESULTS AND DISCUSSION

Table I gives the values of RE and R
had

which max-
imize the likelihood of the observed ground signals, for
the various combinations of HEGs and compositions con-
sidered. The systematic uncertainties in the reconstruc-
tion of X

max

, E
FD

and S(1000) are propagated through
the analysis by shifting the reconstructed central val-
ues by their one-sigma systematic uncertainties. Fig. 4
shows the one-sigma statistical uncertainty ellipses in the
RE�R

had

plane; the outer boundaries of propagating the
systematic errors are shown by the grey rectangles.
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Muon Production Depth
Data bracketed by models only for QGSJetII-04 
Composition is not constant, ER~-25 g cm-2/
decade 

QGSJETII-04 compatible with data within 1.5σ,     
EPOS-LHC incompatible at 6σ level

The best model for the muon 
content EPOS-LHC) fails 
in describing the MPD 

[a small change in π-Air 
inelasticity can induce a 
cumulative effect in MPD 
and Nµtot]

Muon	Production	Depth

20

• Muon	Production	Depth
– Sensitive	to	composition

• Mean	Xmax and	Xμmax should	give	
the	same	average	mass	
composition
– EPOS-LHC	fails	to	provide	a	

consistent	solution

Phys.Rev.	D90	(2014)	1,	012012
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Muon Production Depth
Data bracketed by models only for QGSJetII-04 
Composition is not constant, ER~-25 g cm-2/
decade 

QGSJETII-04 compatible with data within 1.5σ,     
EPOS-LHC incompatible at 6σ level

The best model for the muon 
content EPOS-LHC) fails 
in describing the MPD 

[a small change in π-Air 
inelasticity can induce a 
cumulative effect in MPD 
and Nµtot]
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Testing	exotic	scenarios
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Accepted in	Phys.	Rev.	D,	arXiv:1609.04451
• Put	the	strongest	limits	on	
the	existence	of	ultra-
relativistic	magnetic	
monopoles
– Test	on	fundamental	
particle	physics	exotic	
scenarios
• Relics	of	phase	transitions	
in	the	early	universe

– MM	produce	air	showers	
with	a	distinct	signature	
from	standard	ones
•
•
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FIG. 2: Longitudinal profile of the energy deposited by an
ultra-relativistic IMM of Emon = 1025 eV, γ = 1011 and zenith
angle of 70◦ (red solid line). The profile of a UHECR proton
shower of energy 1020 eV is shown as a black solid line.

in the hadronic interactions. Events were simulated ac-372

cording to an E−1
p energy spectrum, to ensure sufficient373

Monte Carlo statistics at the highest energy, and then ap-374

propriately weighted to reproduce the energy spectrum375

measured by the Pierre Auger Observatory [33].376

For both the IMM and UHECR simulations, we used377

the CORSIKA package [26] to generate an isotropic dis-378

tribution of showers above the horizon, and the Auger379

Offline software [34] to produce the corresponding FD380

and SD events. We found that the standard event re-381

construction, which is optimized for UHECRs, provides382

equally accurate direction and longitudinal profile for383

ultra-relativistic IMM showers. An example of recon-384

structed longitudinal profile for a simulated magnetic385

monopole of energy 1025 eV and γ = 1011 is shown in386

Figure 3 indicating the profile of the generated COR-387

SIKA shower (blue line) and the result of a fit of the388

reconstructed profile with a Gaisser-Hillas function [35]389

(red line). For standard UHECRs, the energy, Esh, and390

the depth of maximum development, Xmax, of the shower391

are estimated by the integral of the fitted profile and by392

the position of its maximum, respectively. When applied393

to an ultra-relativistic IMM shower profile, the Gaisser-394

Hillas parameterization provides a very good fit of the395

portion of the profile detected in the FD field of view396

(cf. red and blue lines in Figure 3 in the relevant range).397

Also, due to the steep rising of the ultra-relativistic IMM398

profile, the fit systematically converges to a value ofXmax399

beyond the lower edge of the FD field of view, correspond-400

ing to the largest visible slant depth, Xup. We will use401

this characteristic to reject most of the standard UHECR402

showers, which constitute the background for this search.403

Since Xmax of standard UHECR showers are located in404

FD field of view, a specific selection is required to search405

for the IMM profile.406

FIG. 3: Reconstructed signals for a simulated magnetic
monopole of energy 1025 eV and γ = 1011. In (a), the FD
camera view is shown with color-coded timing of triggered
pixels (time increases from blue to red). The red (blue) line
indicates the reconstructed (simulated) shower direction pro-
jected on the camera view. In (b), the reconstructed longi-
tudinal profile of the shower is shown. The red line is the
result of a Gaisser-Hillas fit of the profile, with the red cross
indicating the position of Xmax. The blue line represents the
simulated profile of the monopole shower. The selection vari-
ables Xup, the largest visible slant depth, and dE/dX|Xup,
energy deposited at Xup, are also indicated.

V. EVENT SELECTION407

We restricted our event selection to time periods with408

good operating conditions of the FD telescopes and well-409

defined calibration constants. Additional requirements410

were imposed on the quality of the atmosphere (aerosols411

and cloud coverage). Details on these data-quality crite-412

ria can be found in [23]. A total of 376,084 hybrid shower413

candidates were selected.414

A further set of selection criteria was applied to en-415

sure good-quality showers. We required the zenith an-416

gle of the shower to be < 60◦, and the distance of the417

shower core to the SD station with the highest signal to418

be less than 1500 m. The shower must be seen by at419

least five FD pixels over a slant depth interval of at least420
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solid line) [8], IceCube (blue solid line) [14], RICE (pink dot-
ted line) [12] and ANITA-II (red line) [13]. The MACRO and
SLIM limits above γ = 109 were weakened by a factor of two
to account for the IMM attenuation through the Earth.

Several checks of the analysis were performed. Varia-585

tion of the selection criteria within reasonable ranges still586

resulted in no candidate. The UHECR energy spectrum587

was varied within its uncertainties [33], with negligible588

effect on the background estimation. The background589

for the IMM search is dominated by deeply-penetrating590

UHECR showers, which are found in the tail of the Xmax591

distribution and depend on the characteristics of the592

hadronic interactions. We used three different hadronic-593

interaction models (Section V) to simulate UHECR pro-594

tons for background estimation. Ultrahigh-energy pho-595

tons are also expected to produce deeply-penetrating596

showers, which may mimic an IMM event. The pho-597

ton hypothesis should be carefully evaluated in case a598

candidate IMM is found. Since this search ended with599

a null result, the zero background assumption produces600

the most conservative limit also including the possibility601

of ultrahigh-energy photons. Lastly, we compared the602

CORSIKA energy-loss model with analytical approxima-603

tions and other Monte Carlo codes [39], and found good604

agreement.605

VIII. CONCLUSIONS606

We presented the first search for magnetic monopoles607

ever performed with a UHECR detector, using the Pierre608

Auger Observatory. The particle showers produced609

by electromagnetic interactions of an ultra-relativistic610

monopole along its path through the atmosphere result in611

an energy deposit comparable to that of a UHECR, but612

with a very distinct profile which can be distinguished by613

the fluorescence detector. We have looked for such show-614

ers in the sample of hybrid events collected with Auger615

between 2004 and 2012, and no candidate was found. A616

90% C.L. upper limit on the flux of magnetic monopoles617

was placed, which is compared with results from previ-618

ous experiments in Figure 8. Ours is the best limit for619

γ ≥ 109, with a factor of ten improvement for γ ≥ 109.5.620

This result is valid for a broad class of intermediate-621

mass ultra-relativistic monopoles (Emon ≈ 1025 eV and622

M ∼ 1011−1016 eV/c2) which may be present today as a623

relic of phase transitions in the early universe. Since the624

background - less than 0.1 event in the current data set625

- is not a limiting factor in the search, the upper bound626

will improve with the steadily increasing exposure of the627

Pierre Auger Observatory.628
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The	future	of	the	Observatory

R.	Conceição

• Observatory	is	running	smoothly	
and	its	operation	was	approved	
until	2025

• Upgrade to	measure	separately	
the	e.m. and	muonic shower	
component	at	the	ground
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The	future	of	the	Observatory

R.	Conceição

• Auger	PRIME
– “Primary	cosmic	
Ray Identification	through	
Muons	and	Electrons”

– Two	complementary	detectors:
• Scintillatoron	top	of	the	tank:	
signal	dominated	by	e.m.	
component
• WCD sensitive	to	e.m.	+	muons

– The	goal:
• Enhance	primary	identification	
• Improve	shower	description
• Reduce	systematic	uncertainties

23



Summary

24

• UHECRs	measured	at	Pierre	Auger	
Observatory

• Opportunity	to	study	the	high-energy	Universe and	
Particle	Physics at	the	highest	energies

• Pierre	Auger	Observatory	has	delivered	
many	important	results

• GZK-like	suppression	established
• Complex	primary	mass	composition	scenarios
• Current	hadronic	interaction	models	not	able	to	
describe	consistently	the	air	shower	observables

• Upgrade:	Auger	PRIME
• Measure	independently	the	e.m.	and	muonic
component	at	ground



Pierre	Auger	Observatory

A	big	observatory	with	a	huge	physics	
discovery	potential
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The Upgrade of the Pierre Auger Observatory

Darko Veberic
IKP, Karlsruhe Institute of Technology (KIT), Germany

for the Pierre Auger Collaboration
http://www.auger.org/archive/authors_2016_03.html
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Neutrino	and	photon	limits
Neutrino- and Photon-Limits

“guaranteed” flux of cosmogenic photons and neutrinos if CRs are protons
Auger neutrino and photon limits Carla Bleve
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Figure 6: Upper limits to the diffuse flux of
UHE neutrinos at 90% C.L. in integrated (hor-
izontal lines) and differential form. Limits de-
scribed in this work (red lines) are compared
with cosmogenic neutrino models [16, 17, 18],
the Waxman-Bahcall bound [19], and limits
from IceCube [20] and ANITA [21]. All neu-
trino limits and fluxes are converted to single-
flavour.
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Figure 7: Upper limits at 95% C.L. to the diffuse
flux of UHE photons derived in this work (black)
shown together with previous results from the
Pierre Auger Observatory with hybrid (Hyb) and
SD data [22], Telescope Array (TA) [23], Yakutsk
(Y) [24], Haverah Park (HP) [25], AGASA (A)
[26] and predictions from several top-down [27,
28] and cosmogenic photon models [27, 17].

evolution and model for the transition from galactic to extragalactic cosmic-rays [18]. A 10-fold
increase in the exposure will be needed to reach the most optimistic predictions in case of a pure
iron composition at sources, out of the range of the current configuration of the observatory.

3.2 Limits to the integrated photon flux

The upper limits on the integral flux of photons, for Eg > E0, are defined as:

FCL
g (Eg > E0) =

NCL
g

hE i (3.3)

where Eg is assigned according to the photon energy reconstruction; NCL
g is the Feldman-Cousins

upper limit to the number of photon events computed at a confidence level CL in the hypothesis of
no background event expected; hE i is the spectrum-weighted average exposure in the energy range
Eg > E0. In the period of data taking considered, the value of hE i is 5200, 6800, 6300 km2 sr yr,
for Eg >10, 20, 40 EeV respectively. The limits to the integral flux are:

F95%
g (Eg > 10, 20, 40 EeV) < 1.9, 1.0, 0.49⇥10�3 km�2 yr�1 sr�1. (3.4)

The limits to the diffuse flux of photons obtained with the Auger Observatory are the most stringent
currently available above 1 EeV (Fig. 7). Top-down models of photon production from the decay
of heavy primordial particles [27, 28] are strongly disfavoured. Preliminary limits derived in this
work for Eg > 10 EeV start constraining the most optimistic predictions of cosmogenic photon
fluxes in the assumption of a pure proton composition at the sources [27]. Cosmogenic models
using a primary spectral index of -2 and maximum energy of 1021 eV at the sources [17] predict an
integrated photon flux above 10 EeV ⇠4 times lower than the current limits in the case of proton
primaries, ⇠2 orders of magnitude lower if iron nuclei are injected at the sources.
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Combined	spectrum	+	comp	fits

Composition Scenarios
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Interpreting the energy spectrum

• hard injection (!~1) and low cutoff (Rcut<1018.7 eV) favoured 

• !~2 strongly disfavoured by Xmax distribution width 

• EPOS-LHC favoured over Sibyll2.1 and QGSJet04

best fit local min

Vulcano Workshop, 22-28 May 2016   A.Castellina 11

Interpreting the energy spectrum
• identical sources homogeneously distributed 
• Injection of H,He,N,Fe, injection spectrum 
• Photodis.cross section + EBL (far IR) 
• Propagation code: CRPropa,SimProp �Sim
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Hybrid	Technique
Hybrid Detection of Air Showers
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Depth	of	Shower	Maximum	(Xmax)

R.	Conceição

• Average	Xmax and	its	RMS	consistent	with	a	lighter(heavier)	composition	at	
lower(higher)	energies

• Change	on	elongation	rate	around	log(E/eV)	=	18.2	
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Figure 2.4: Depth of shower maximum, Xmax, as measured with the Pierre Auger Observatory [22].
The left panel shows the mean Xmax, and the dispersion is given in the right panel after correcting
for the reconstruction resolution. The data are compared to model predictions for proton and iron
primaries [73–76].

for a significant part of the observed UHECR flux. The bounds are reliable as the photon
flux limits in Fig. 2.3 depend only on the simulation of electromagnetic showers and, hence,
are very robust against assumptions about hadronic interactions at very high energy [59].

In addition, the flux limits already probe the predicted secondary fluxes for models in
which the suppression of the cosmic ray flux is assumed to originate entirely from the GZK
energy loss process for a proton dominated flux [50–53].

The photon flux limits have further far-reaching consequences by providing important
constraints on theories of quantum gravity involving Lorentz invariance violation (LIV), see,
for example, [60–63]. Further, identifying a single photon shower at ultra-high energy would
imply very strong limits on another set of parameters of LIV theories [64–66]. Similarly,
observing cosmogenic neutrinos would allow placing constraints on LIV in the neutrino
sector [67].

2.1.3 Depth of shower maximum

The Pierre Auger Collaboration has addressed the challenge of determining the composition
of UHECRs by measuring the depth of shower maximum Xmax [22,23], the muon production
depth [68], and rise-time asymmetry of the shower disk at ground level [69]. Out of these
observables, the Xmax measurement using fluorescence telescopes is currently the one with
the smallest systematic uncertainties and the most direct link to the mass distribution of the
primary particles [70–72]. The mean depth of shower maximum and the fluctuations mea-
sured by the shower-to-shower variation of Xmax, which are a superposition of fluctuations
of showers of a given primary and differences due to different primary particles, are shown
in Fig. 2.4 together with model predictions for proton and iron primaries. The data of the
fluorescence telescopes cover energies up to the suppression range with good statistics. The
last data point represents all events with E > 3⇥1019 eV.



Muon	content	in	air	showers
Phys.Rev.	D91	(2015)	3,	032003

Combination	of	the	number	of	muons	Rμ with	Xmax reveals	
tension	between	data	and	all	hadronic	interaction	models

hlnNμi ¼ hlnNμip þ ð1 − βÞhlnAi ð10Þ

β ¼ 1 −
hlnNμiFe − hlnNμip

ln 56
: ð11Þ

Since Nμ ∝ Rμ, we can replace lnNμ by lnRμ. The same
can be done in Eq. (2), which also holds for averages due to
the linearity of differentiation.
We estimate the systematic uncertainty of the approxi-

mate Heitler model by computing β from Eq. (11), and
alternatively from dhlnRμip=d lnE and dhlnRμiFe=d lnE.
The three values would be identical if the Heitler model was
accurate. Based on the small deviations, we estimate
σsys½β& ¼ 0.02. By propagating the systematic uncertainty
of β, we arrive at a small systematic uncertainty for the
predicted logarithmic muon content of σsys½hlnRμi& < 0.02.
With Eqs. (9)–(10), we convert the measured mean depth

hXmaxi into a prediction of the mean logarithmic muon
content hlnRμi at θ ¼ 67° for each hadronic interaction
model. The relationship between hXmaxi and hlnRμi can be
represented by a line, which is illustrated in Fig. 5. The
Auger measurements at 1019 eV are also shown. The
discrepancy between data and model predictions is shown
by a lack of overlap of the data point with any of the
model lines.
The model predictions of hlnRμi and dhlnRμi=d lnE

are summarized and compared to our measurement in
Figs. 6–7, respectively. For QGSJETII-03, QGSJETII-04,
and EPOS LHC, we use estimated hlnAi data from
Ref. [40]. Since QGSJET01 has not been included in that
reference, we compute hlnAi using Eq. (9) [4] from the

latest hXmaxi data [40]. The systematic uncertainty of
the hlnRμi predictions is derived by propagating the sys-
tematic uncertainty of hlnAi ['0.03ðsysÞ], combined with
the systematic uncertainty of the Heitler model ['0.02ðsysÞ].
The predicted logarithmic gain dhlnRμi=d lnE is calculated
through Eq. (2), while d lnA=d lnE is obtained from
a straight line fit to hlnAi data points between 4 × 1018

and 5 × 1019 eV. The systematic uncertainty of the
dhlnRμi=d lnE predictions is derived by varying the fitted
line within the systematic uncertainty of the hlnAi data
['0.02ðsysÞ], and by varying β within its systematic
uncertainty in Eq. (2) ['0.005ðsysÞ].
The four hadronic interaction models fall short in

matching our measurement of the mean logarithmic muon
content hlnRμi. QGSJETII-04 and EPOS LHC have been
updated after the first LHC data. The discrepancy is smaller
for these models, and EPOS LHC performs slightly better
than QGSJETII-04. Yet none of the models is covered by
the total uncertainty interval. The minimum deviation is
1.4σ. To reproduce the higher signal intensity in data, the
mean muon number around 1019 eV in simulations would
have to be increased by 30 to 80%½þ17

−20ðsysÞ%&. If on the
other hand the predictions of the latest models were close
to the truth, the Auger energy scale would have to be
increased by a similar factor to reach agreement. Without a
self-consistent description of air shower observables, con-
clusions about the mass composition from the measured
absolute muon content remain tentative.

FIG. 5 (color online). Average logarithmic muon content
hlnRμi (this study) as a function of the average shower depth
hXmaxi (obtained by interpolating binned data from Ref. [40]) at
1019 eV. Model predictions are obtained from showers simulated
at θ ¼ 67°. The predictions for proton and iron showers are
directly taken from simulations. Values for intermediate masses
are computed with the Heitler model described in the text.

FIG. 6 (color online). Comparison of the mean logarithmic
muon content hlnRμi at 1019 eV obtained from Auger data with
model predictions for proton and iron showers simulated at
θ ¼ 67°, and for such mixed showers with a mean logarithmic
mass that matches the mean shower depth hXmaxi measured by
the FD. Brackets indicate systematic uncertainties. Dotted lines
show the interval obtained by adding systematic and statistical
uncertainties in quadrature. The statistical uncertainties for proton
and iron showers are negligible and suppressed for clarity.
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