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for High Luminosity LHC

e ATLAS has a TDAQ design to meet
the challenges of HL-LHC

 Two-level hardware trigger based
on Regions of Interest, also a
single level option

e Hardware tracking in L1 and EF
used to tackle high pileup

 Trend in DAQ from custom
hardware to commodity hardware
and software

e Baseline will be documented in a
TDR, due around the end of 2017

" Simon George on behalf of
il the ATLAS COllaboration

ATLAS

EXPERIMENT

rigger and Data Acquisition Upgrades
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output rate / latency

Level-0
1 MHz /10 ps

Level-1
400 KHz / 60 us
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