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We review and demonstrate the design of efficient data transfer nodes (DTNs), from the perspectives of the
highest throughput over both local and wide area networks, as well as the highest performance per unit
cost. A careful system-level design is required for the hardware, firmware, OS and software components.
Furthermore, additional tuning of these components, and the identification and elimination of any remaining
bottlenecks, is needed once the system is assembled and commissioned, in order to obtain optimal perfor-
mance. For high throughput data transfers, specialized software is used to overcome the traditional limits in
performance caused by the OS, file system, file structures used, etc. Concretely, we will discuss and present
the latest results using Fast Data Transfer (FDT), developed by Caltech, and RFTP developed by Stonybrook
together with BNL.

We will present and discuss the design choices for three generations of Caltech DTNs. Their transfer capabil-
ities range from 40Gbps to 400Gbps. Disk throughput is still the biggest challenge in the current generation
of available hardware. However, new NVME drives combined with RDMA and a new NVME network fabric
are expected to improve the overall data-transfer throughput and simultaneously reduce the CPU load on the
end nodes.
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