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Traditionally, the RHIC/ATLASComputing Facility (RACF) at BrookhavenNational Laboratory has onlymain-
tained High Throughput Computing (HTC) resources for our HEP/NP user community. We’ve been using
HTCondor as our batch system for many years, as this software is particularly well suited for managing HTC
processor farm resources. Recently, the RACF has also begun to design/administrate some High Performance
Computing (HPC) systems
for a multidisciplinary user community at BNL. In this presentation, we’ll discuss our experiences using HT-
Condor and Slurm in an HPC context, and our facility’s attempts to allow our HTC and HPC processing
farms/clusters to make opportunistic use of each other’s computing resources.
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