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We describe the development and deployment of a distributed campus computing infrastructure consisting
of a single job submission portal linked to multiple local campus resources, as well the wider computational
fabric of the Open Science Grid (OSG). Campus resources consist of existing OSG-enabled clusters and clusters
with no previous interface to the OSG. Users accessing the single submission portal then seamlessly submit
jobs to either resource type using the standard OSG toolkit of HTCondor for job submission and scheduling
and the CERN Virtual Machine File System (CVMFS) for software distribution. The usage of the Bosco job
submission manager in HTCondor allows for submission to the campus HPC clusters without any access
level beyond that of a regular user. The use of Condor flocking also allows user jobs to land at over a hundred
clusters throughout the US that constitute the OSG Open Facility. We present the prototype of this facility,
which enabled the Alpha Magnetic Spectrometer (AMS) experiment to utilize over 9 million computational
hours in 6 weeks. We also present plans, including the usage of the new BoscoCE software stack to allow jobs
submitted from outside the campus to land on any of the connected resources.
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