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Data Concentrator
The FEROL sends the data from each FED as a TCP/IP 
stream over opDcal 10 GbE to a pre-defined readout unit 
(RU) computer. A series of switches is used to concentrate 
the data from 1-18 streams into 40 GbE and to transport the 
data to the surface. The RU splits the streams into FED frag-
ments, checks the consistency and assembles the data be-
longing to the same event into a super-fragment.

The CMS Event Builder
The CMS event builder collects event fragments from approximately 700 detector front-end readout drivers (FEDs) 
and assembles them into complete events at a maximum level-1 trigger rate of 100 kHz. A sojware-based high-
level trigger (HLT) selects O(1%) of these events.
The FEDs deliver for each trigger an event fragment of 0.1-8 kB, depending on the subsystem and/or the instanta-
neous luminosity, yielding an event size of up to 2 MB. The event building is done in two steps: First, the data con-
centrator aggregates 1-18 FEDs into a super-fragment, and second, the event builder assembles the super-frag-
ments into complete events.

FEROL
Front-end readout drivers (FEDs) are connected over point-
to-point links to custom front-end readout opDcal link (FER-
OL) boards. One or two legacy FEDs are connected via cop-
per cables (200/400 MB/s), while the new µTCA-based 
FEDs uses 10 Gbit/s opDcal fibers. In both cases a custom 
protocol is used. The FEROL translates this protocol into an 
in-FPGA, one-direcDonal 10 Gbit/s TCP/IP connecDon 
which is routed to commercial network equipment.

Event Builder
The super-fragments are stored on the readout unit (RU) 
computers. Upon an event request, the super-fragment is 
send over the event-builder switch to the builder unit (BU) 
machines. The event-builder switch uses Infiniband FDR at 
56 Gb/s. It employs a Clos-network structure with 12 leaf 
and 6 spine switches. The BU assembles the super-frag-
ments into complete events and checks their consistency. Fi-
nally, the BU writes the event to files residing on a local 
RAM disk. Each BU has 12 or 16 filter-unit machines as-
signed to run the high-level trigger code. The event selecDon 
is using standard CMSSW processes. They read the events 
from files on the RAM disk mounted via NFSv4.

Builder Unit
The BU builds and writes event using mulDple threads working in parallel. Each thread 
writes its own file to avoid any locking. The event fragments are kept and checked in 
the RDMA buffers of the Infiniband NIC and then assembled directly into files on the 
RAM disk without leaving the kernel space. The useable throughput is limited by the 
speed with which the filter units can read the data from the RAM disk. The BU throt-
tles the event requests when the HLT cannot keep up with processing the files.

DAQ2
The CMS data-acquisiDon system from run 1 (DAQ 1) was upgraded during the first 
long-shutdown of the LHC (2013/14) because of the aging of the exisDng hardware 
(both PCs and network equipment older than 5 years), and because sub-detectors 
with upgraded off-detector electronics had needs that exceed the original specifica-
Don of the DAQ system. The run-2 DAQ system is an order of magnitude smaller than 
DAQ 1.

Performance Tuning
The event-building system has to be 
opDmized in order to exploit the full 
capability of modern compuDng and 
network hardware. The applicaDons 
use mulDple threads to assemble and 
handle events in parallel. In addiDon, 
the number of memory copies needs 
to be kept to a minimum. In order to 
cope with the non-uniform memory 
architecture (NUMA), we had to bind 
each thread and memory structure 
to specific CPU cores. 
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CMS Preliminary 2 BUs⇒N streams per RU - 1+1 RU  2 BUs⇒N streams per RU - 1+1 RU 

  4 streams
  8 streams
12 streams
16 streams
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CMS Preliminary8 streams per RU8 streams per RU

   4 BUs⇒    4+1 RUs 
 22 BUs⇒  22+1 RUs 
 48 BUs⇒  48+1 RUs 
 73 BUs⇒  48+1 RUs 
 73 BUs⇒  73+1 RUs 
 73 BUs⇒101+1 RUs 

System Performance
The full system performance is mea-
sured by generaDng event fragments 
on the FEROLs. The fragment sizes 
and their log-normal distribuDon has 
been measured as funcDon of in-
stantaneous luminosity during 
physics data taking. These parame-
ters are used to extrapolate the sys-
tem behavior to larger event sizes. 
Events are assembled by the BU, but 
not wriCen to disk. The bandwidth 
to the HLT would limit the total 
throughput to ~175 GB/s.
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 73 BUs⇒63+1 RUs 
 73 BUs⇒78+1 RUs 
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 73 BUs⇒optimized 78+1 RUs 
w/o custom IB routing
w/o NUMA settings
w/o NUMA & routing

Moreover, the interrupts from the NICs are restricted to certain cores that are not 
used for any data handling. Finally, we worked out a custom rouDng scheme for the 
Infiniband to account for the uni-direcDonal event-building traffic.
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CMS Preliminary 4 BUs, building + writing⇒73+1 RUs  4 BUs, building + writing⇒73+1 RUs 
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Event Building Protocol
(1) Any builder unit (BU) which has resources to build events 
sends a request for a predefined number of events to the 
event manager (EVM).
(2) The EVM and readout units (RUs) receive asynchronously 
the event fragment from the assigned FEROLs. The EVM is 
connected only to the FEROL sending the level-1 trigger 
fragment.
(3) Once the EVM received enough event fragments from 
the trigger to saDsfy the number of requested events, or if a 
Dmeout is reached, the EVM sends a message to all RUs. 
This message contains the level-1 trigger numbers of the 
events assigned to the BU which requested the events. 
(4) At the same Dme, the EVM packs the event fragments 
corresponding to the requested events into an Intelligent In-
put/Output (I2O) message and sends it to the BU. 

(5) When the RU receives the event assignment from the 
EVM, it combines all FEROL fragments into a super-frag-
ment. Each RU knows which FEROLs parDcipate in the read-
out and waits unDl it has received all fragments. The super-
fragments for all events assigned to the given BU are packed 
into one or several I2O messages with a fixed size of 128 kB. 
They are then send to the BU. 
(6) Once the BU has received the super-fragments from all 
RUs, it builds the event. Each super-fragment message con-
tains the idenDfiers of all RUs parDcipaDng in the event 
building. Therefore, the BU knows on an event-by-event ba-
sis if it got the super-fragments from all RUs. The BU checks 
the consistency of the event by verifying the correct struc-
ture of the FED data, the trigger number embedded in each 
FED fragment, and the CRC of the FED payload. Finally, the 
event is wriCen to a file residing on the RAM disk. 
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