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Monitoring
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Data Centre Monitoring 
• Monitoring of DC at CERN and Wigner 

• Hardware, operating system, and services

• Data Centres equipment (PDUs, temperature sensors, etc.)

• Used by service providers in IT, experiments

Experiment Dashboards
• Sites availability, data transfers, job information, reports

• Used by WLCG, experiments, sites and users

Both hosted by CERN IT, in different teams

Mandate for 2016
• Regroup monitoring projects

http://itmon.web.cern.ch/itmon/
http://dashboard.cern.ch/
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Conclusions

Working on a common monitoring infrastructure for CERN Data 

Centres and WLCG

• Moving all data via new transport (Flume, AMQ, Kafka)

• Data in ES and Hadoop (and soon some in InfluxDB)

• Doing aggregation and processing via Spark

• Using only standard features of ES, Kibana, Spark, Hadoop

• Introduce notebooks (e.g. Zeppelin) and data discovery

• Still work in progress, already available

Helping and training on:

• Interfacing new data sources

• Developing custom processing, aggregations, alarms

• Building dashboards and reports
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Reference and Contact

Dashboard Prototypes

monit.cern.ch

Feedback/Requests (SNOW)

cern.ch/monit-support

Early-Stage Documentation

cern.ch/monitdocs
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https://monit.cern.ch/
http://cern.ch/monit-support
http://monitdocs.web.cern.ch/

