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Grid Site Availability Evaluation and Monitoring at CMS

The Compact Muon Solenoid (CMS) experiment at the Large Hadron Collider (LHC) uses distributed grid
computing to store, process, and analyze the vast quantity of scientific data recorded every year.

The computing resources are grouped into sites and organized in a tiered structure. A tier consists of sites in
various countries around the world. Each site provides computing and storage to the CMS computing grid. In
total about 125 sites contribute with resources from hundred to well over tenthousand computing cores and
storage from tens of TBytes to tens of PBytes.

In such a large computing setup scheduled and unscheduled outages occur continually and are not allowed
to significantly impact data handling, processing, and analysis. Unscheduled capacity and performance re-
ductions need to be detected promptly and corrected. CMS developed a sophisticated site evaluation and
monitoring system for Run 1 of the LHC based on tools of the Worldwide LHC Computing Grid (WLCG).
Sites are supplementing their computing with cloud resources while others focus on increased use of oppor-
tunistic resources. For Run 2 of the LHC the site evaluation and monitoring system is being overhauled to
enable faster detection/reaction to failures and a more dynamic handling of computing resources. Enhance-
ments to better distinguish site from central service issues and to make evaluations more transparent and
informative to site support staff are planned.
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