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Abstract Hybrid development environment
Docker is a container technology that provides a way to "wrap up
a piece of software in a complete filesystem that contains * Make releases for OSX, Example: Mac laptop with
everything it needs to run" [1]. We have experimented with Scientific Linux (Centos) 6 & 7, Centos 6 Docker container
Docker to investigate its utility in three broad realms: (1) allowing and Ubuntu 14 & 16 * Note use of host volumes
existing complex software to run in very different environments » Jenkins is great for multiplatform  * Nice IDE on Host may be usea
from that in which the software was built (such as Cori, NERSC's builds, but sometimes need to Iﬁgdgeevre;of;;oodtg ggﬁ‘g)y ean
newest supercomputer), (2) as a means of delivering the same build and debug on particular . Docker commands are
development environment to multiple operating systems platform complicated: need scripts
(including laptops), and allowing the use of tools from both the « Docker containers are excellent
host and container system to their best advantage, and (3) as solutions to develop, build, test, MiLipmp
away of encapsulating entire software suites (in particular, a run, debug on platform that does s
popular cosmology-based Markov Chain Monte Carlo parameter not match personal machine S N
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