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Future Circular Collider Study [1] 
•  International collaboration hosted by CERN 
•  Launched 2014 
•  Response to a request stated in 2013 Update of 

the European Strategy for Particle Physics 
•  With a goal to conceive conceptual designs for 

energy and intensity frontier circular colliders for 
the post-LHC era 

[1] http://cern.ch/fcc 1 



RAMS Modelling and Simulation [2] 
•  Integrated luminosity is a key performance indicator 

for particle colliders 
•  Depends directly on the availability of the accelerator 

complex 
•  LHC and its injectors as a case study to assess the 

potentials of industrial reliability engineering methods 
in the domain of particle accelerators 

•  Evaluate the feasibility and operability of large scale 
collider (100 km perimeter) 

[2] Andrea Apollonio. First results from availability studies. 
http://indico.cern.ch/event/438866/contributions/1085059/ 2 



RAMS Modelling and Simulation 
•  Continuous modelling 

and simulation of 
subsystem cycle and 
operation phase-
dependent failure 
distributions 

•  Predictive models with 
high fidelity as output 
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Challenges: Data Integration & Data Quality 
•  Significant manual effort to extract, prepare and analyse 

the heterogeneous operational and maintenance data 
required 

•  Limited amount of available data is suitable for reliability 
and availability analysis 
Ø  Diverging data quality and integrity 
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Data Integration & Data Quality 

Structured data Unstructured data of low quality 
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Reliability and Availability Data Analytics 
Platform 
•  Data lake approach 
•  Integration of heterogeneous structured, semi-

structured and unstructured data 
•  Semi-automated data quality annotation 
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Reliability and Availability Data Analytics Platform:  
Proposed Architecture 
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Big Data Infrastructure 
Deployed Hadoop Cluster 
ü  Shared-nothing architecture [3] 
ü  HDFS enables flexible storage layer 
ü  Large developer community 

[3] Baranowski, Zbigniew, Luca Canali, and Eric Grancher. "Sequential data access with Oracle and Hadoop: 
a performance comparison." Journal of Physics: Conference Series. Vol. 513. No. 4. IOP Publishing, 2014. 8 



Big Data Infrastructure: 
Software Frameworks Stack 
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CERN HLoader 
•  Built around Apache Sqoop & Apache Oozie 
•  Provides a REST API, exposing metadata on 

available source / target storage systems to 
authorized users 

•  Allows to submit one-off or re-occurring 
Sqoop jobs using Oozie workflow / 
coordinator apps 
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CERN HLoader: Architecture 
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Selected Use-Case 
Super Proton Synchrotron Beam Quality 
•  Direct injector to LHC 
•  Specify QoS for SPS beams 
•  Simulate injection scenarios and their impacts on LHC 

beam availability 
Ø  SPS BQM, OP eLogbook data 
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Conclusions & Future Work 
•  Data lake architecture meets the data management 

requirements of the FCC RAMS study 
•  CERN IT Hadoop service provides suitable 

infrastructure for the realization of the data lake 

Ø  Continued incremental development of the Reliability 
and Availability Data Analytics Platform 

Ø  Work on specified use cases (French electricity grid, 
power converters, …)  
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Big Data Infrastructure: 
Hardware Specifications 
•  14 nodes 
•  64 GB of memory per node (total of 896 GB) 
•  32 CPU cores (Ivy Bridge-EP 2,6 GHz) per node (total 

of 448 CPU cores) 
•  48 x 4 TB disk space per node (total of 2,69 PB) 


