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22nd International Conference on Computing in High Energy and Nuclear Physics, Hosted by SLAC and LBNL, Fall 2016

Highlights of the Belle Il Computing

Takanori Hara (KEK), Hideki Miyake (KEK), Ikuo Ueda (KEK IPNS), Kiyoshi Hayasaka (Nigata Univ.), Yuji Kato (Nagoya Univ.), Silvio Pardi (INFN, Napoli)

Martin Sevior (University of Melbourne), Fabrizio Bianchi (Universita degli Studi di Torino), Vikas Bansal (PNNL), Malachi Schram (PNNL)

and for the Belle Il Computing Group

Trak 9
Oct 11, 2016 @ San Francisco
Belle E takanori.hara@kek.jp
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S Belle Il Experiment : Time line

Calender year 2016 2017 2018 2019 s
Japan FY JFY2016 JFY2017 JFY2018 JFY2018
Summer sh:utdown Summer shutdown Summer|shutdown Summer 'shutdown
(power saving) (power saving) (power saving) (power saving)

LER/HER single beam circulation :
was successfully finished Now
:
|
|
|

Beam background study was done

VWV; CB)‘eC”Se Il (no VXD) w/ full Bglle Il detector
Cs
Phlase 1 wg Seué ' Phase 2 Phase 3
' I - - -
: Cosmiic q
I
\1/ V (ab 9 Almlng for Dlscovery of new PhyS|cs
In 2017 ) Expected achievements CKM Angle Measuremerts
Dress rehearsal is planned 50 [ ---- at Bene1r""* _____ with 1 degree recisiof
SINET4 KEKCC (concurrent running of different type process) Just an Image | : D]scovery of B _, Kvv
- SINETS replacement N g . 40 }2ust an Imz 98 - oo PCE A oo
Raw data processing 20 : (\'0 \r\Q Precise mea&‘. ofDm|xmg
- MC production T[T TSOTTINET

— User analysis 20 -~ Otp AN
/lindi ibuti ! X serva |,ons Wi
https.//lnd|co..cern.ch/.event/.505613/contr|bunons/2227937/ 10 booooio o sinZey, Wlth O(10 ‘j)_p_r_e(_:l_s_lqu - -Y€5S)rY€33') ete
Fast Calibration is necessary | [ Discovery of B > v .
https://indico.cern.ch/event/505613/contributions/2227271/ . DiscaveryofiB-=>Dty . 4'. e
2017 2018 2019 2020 2021 2022 2023 2024 2025 vear

L e R —
1
1
1
1
1
1
1
%
-




D

<& Interoperability with DIRAC

KIT, CNAF, CESNET, | % h \ GRID SIGNET, DESY
HEPHY, KISTI, Nagoya, | ums Middlewares
ULAKBIM, CYFRONET,..... e )
\ ' . Clusters
e —— e T e e —— - \ s g w/o middleware
Distributed oo GE, TORQUE, LSF,...
lnfi:str;:ture with O D"RAC ~E a Direct submission
emote [t B
gent =i
Control s 3
(originally developed for LHCb) I a:) <
HGE
L — — e BINP, CINVESTAV, UAS

universities
in Japan, Korea, India

* Provided as a DIRAC plugin
* Need additional installation {
* Multiple cloud sites allowed

N\
I

I

1| HTCondor{: % I

Torque Cloud HTCondor
i 1 SchedulerlCS == 1 VM Manager

\
] ( l SiteDirectorl
1|

v

* Handle each cloud as a site
* No modification in cloud site

Cracow g
G ccl . . .

| 1 I
S0P S 9D
N _/\ & ™ /\
nectar  Melbourne UVic

/ » Seen as a traditional CREAM CE site

* Installed in each cloud site Academic clouds

Commercial clouds, Amazon EC2, etc
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Duration
Sep 2016 - Aug 2020

https://indico.cern.ch/event/505613/co it

https://indico.cern.ch/event/505613/contributions/2227443/ I
| 10GbE

~10,000 cores
=~230 kHS06

KEKCC : main computing system

TS1150 Technology
Tage Drives

IBMTS3500/ TS1150
Tape : 70 PB (max)

HSM Cache Disk
DDN SFA14K 3PB

s

|
Work / Batch Servers !

LenovoNextScale
358nodes

10,024 cores
55TB memory

lenovo )

N BeIIe Il frontend disk

GPFS Disk \
IBM ESS x 8 [l | i
10PB :

IBM ESS
600 TB

Nexsus 7018 |

GridEMI servers

Lenovox3550 M5
30 nodes

| Belle Il frontend servers

® Lenovox3550 M5
LS W4

WVET
-

FW SRX3400

5 nodes

lenovo

Shared with
Belle,
Belle I,
ILC,
J-PARC,
KAGRA,
Theory groups



< Bellell Distributed Computing system

Belle IT

hardware maintained by KEK CRC
services maintained by Belle |

DB @ KEK

hardware maintained by KEK CRC
services maintained by Belle Il

VOMS @ KEK  (+ @PNNL, @DESY)

hardware / services maintained by KEK CRC

FTS3@KEK (+ @PNNL)

hardware / services maintained by KEK CRC

AMGA @ KEK (Metadata) +

and services in use

DIRAC main servers @ KEK

hardware maintained by KEK CRC
services maintained by Belle Il

DIRAC servers for test/development purpose

. LFC@KEK (Rephca) at PNNL (USA)

o _ hardware / services maintained by KEK CRC

Currently, DB servers at PNNL (USA)

Belle Il Distributed Computing Core Services
are being reconfiguted (almost done)

et
Carmiyiv

File system

cvmfs /cvmfs/belle.cern.ch/{releases, externals} is used for software distribution
stratumO @ KEK (soon) stratum1 @ PNNL, DESY(?)

DIRAC client installation via cvmfs

GGUS

to get downtime information ticketing system network monitoring

HappyFace is utilized, too
non-LCG site: JIRA @ DESY PerfSONAR meshis also used
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o Network transition

Belle IT
Apr.2016 Aug.2016
SINET4 SINETS SINETS
present KEKCC present KEKCC new KEKCC
Limited 10Gbps Limited 10Gbps Faster than 10Gbps
e SINET4 + present KEKCC @ SINETS + present KEKCC ® SINET5 + new KEKCC
~ NYClink by SINET4 (upto 10G) ~ ~ London link by SINETS (upto 20G) ~ ~ London link by SINET5 {upto 20G)
- non LHCONE = non LHCONE - with LHCONE

[ Work / Batch Lenovo NextScale )
: 10,024 cores
55TB memory

From March 2016 to March 2019
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o Network transition

Belle IT

Apr.2016 Aug.2016

SINET4 SINET5 SINET5
present KEKCC present KEKCC new KEKCC

Limited 10Gbps Limited 10Gbps Faster than 10Gbps

o SINET4 + present KEKCC @ SINETS + present KEKCC @ SINETS + new KEKCC

- NYC link by SINET4 (upto 10G) -~ London link by SINET5 (upto 20G) ~ ~ London link by SINET5 (upto 20G)
5 — with LHCONE

= non LHCONE = non v
o A 7 - perfsonarz.ce kek jp - 202 13207.242 ~  perfsonar-ps-01.desy.de - 131.169.98.30
: - ity o et =iy
perfsoar2.cc.kek.jp vs perfsonar-ps-01.desy.de ' scale
P us 1 Sun May 17 11:21:24 2015 ~ Mon May 16 112124 2016 R Upgrade to SINETS
/ happened
N f ~140ms Latency drops /
—~ rp I_\'\‘M
5 ==
< 100ms AR
]
.
©
-l
T e
(AT A
From March 2016 to March 2019 | iy et e ralons

Thanks to Soh Suzuki for the plot ‘
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o Network transition

Belle IT
Apr.2016 Aug.2016
SINET4 SINETS SINETS
present KEKCC present KEKCC new KEKCC
Limited 10Gbps Limited 10Gbps Faster than 10Gbps
e SINET4 + present KEKCC @ SINETS + present KEKCC ® SINET5 + new KEKCC
~ NYClink by SINET4 (upto 10G) ~ ~ London link by SINETS (upto 20G) ~ ~ London link by SINET5 {upto 20G)
- non LHCONE = non LHCONE - with LHCONE

[ Work / Batch Lenovo NextScale )
: 10,024 cores
55TB memory

From March 2016 to March 2019
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Apr.2016

SINET4
present KEKCC

Limited 10Gbps

SINET4 + present KEKCC
= NYClink by SINET4 (upto 10G)

GEANT g

_DFN_ ‘.\ \..~ tum

msuumu ' .._.r

KEK Outgomg

s SINET4
ource [Gbps]
PNNL 3.6 115%
PNNL 4.6
DESY 3 3 - - L
8 DESY 4
KIT 3.5 3.2 - -
KIT 5
CNAF - 3.8 9.0 136% .
CNAF 7
NAPOLI 3 3 88 190% M\ rooLl 5.5

Network transition

Aug.2016

SINETS

present KEKCC

Limited 10Gbps

SINET5
SINET5 new
old KEKCC KEKCC
[Gbps] LHCONE
[Gbps]
6.3 -
8 =
7 =
7 13.5
6.6 13

e _SINFTE 1 nresent KEKCC

KEK Incoming
= London link by SINET5 (upto 20G)

Increase
over old
KEKCC &
LHCONE

93%

97%

SINETS
new KEKCC

Faster than 10Gbps
e SINET5 + new KEKCC

— with LHCONE

— London link by SINET5 (upto 20G)

INFN-Napoli (Italy)
PNNL (USA)
updated the network

in September
\)

Further data transfer
test will be done

r
Work / Batch
= Servers

Lenovo NextScale
358nodes

10,024 cores
55TB memory




Data flow diagram

M produced on the world-wide
distributed computing

rocessed @
D ata Eraw data center”

|
/ = \ |
|
! Event generation
DAQ uni | : 9
DAQ unit || i \
Bellell Online disk | Detector simulation

|

Detector (Sequential root) [ £ _(sim)— ~ e\

~ go - .. - . .
Raw data center S00KB [ event : Sl | BG effect | Digitization No intetmediate stage
outside KEK < 4 fline storage : NT ® (data) —_ _ >\L
reprocess Sequential root I Reconstruction
_— = raw data in root : merge) |
Eﬁ:ﬁST ~100kB / event » [
\ o \l, Sg | \
|
& l g V3 first process 3y | Y .
(/mDST@ Eégﬁ] OkB/event © : ~10kB / event %ﬁgﬂ distributed to each region
- A\l 1
\

“coordinated” group skimming

\ mDST : reconstruction level info.,

group official skim: mDST, uDST, index pDST:mDST + particle level info,
. index : collection of pointers to events

Performance and reliability of

WebDav protocol is being evaluated
https://indico.cern.ch/event/

505613/contributions/2230950/ First 2-3 years ("baseline”) User distributed analysis investigate another possibility
Data Federation is being User-job—s> Ntuple //' index <—User Ntuple
tested, too , , , ,
’ more disk requirements / less disk requirement
https://indico.cern.ch/event/ m [J/)DST 1 / \\ mDST 1

505613/contributions/2230951/ |- = == = — — = — — — — — — — = = = — == — — = —
less network requirement access locally or streaming with xrootd/http more chaotic network access,




Running jobs by Country
239 Weeks from Week 52 of 2011 to Week 30 of 2016

more than 5- month contmuous productlon
(~10 months operation including test production)

17 countries / region

e +France  wmc4 go16
z Nov 2014
®
R MC3
: > May 2014
s ME1 Aug 2013

Mar 2013 \
M3r 2012
ol

May 2012 Nov 2012 Ma)’ 2013

Mov 2013 May 2014 Nov 2014  May 2015  Mov 2015  May 2016
Max: 23.532, Average: 4.038, Current: 18.0

| =3 28% B2 27% @B AU 10% [ ANY 00%
L1 20.5% =] 26% W UA 05% [@ MULTIPLE 0.0%
|ap 100% WP 25% WM 04% @ ™

muUs 59% BRU 22% O TR 04% MW 56

| R} 78% HKR 18% EN 02% &

oA 0% BTW 1l4% W CN 02% HEFMR

Genera an 08-03 13:14:17 UTC
Produced and Registered data by Destination
239 Weeks from Week 52 of 2011 to Week 30 of 2016

May 2012 Now 2012 May 2013 Now 2013 May 2014 Nov 2014 May 2015 Nov 2015 May 2016
Max: 2.34, Average: 0.80, Current: 2.34

0O KEK2-SE 0.4 @ PNNL-DEDICATED-SE 01 M UVic-TMP-5E 0.0
B DESY-SE 03 W CNAF-5E 0.1 @ CYFRONET-SE 0.0
W DESY-TMP-SE 02 @ PNNL-SE 0.1 M Napoli-SE 0.0
B KEK2-TMP-SE 02 @ CNAFTMP-SE 01 M gridka-dcache fzk de 00
O Napoli-TMP-SE 01 @ PISA-SE 01 @ KMI-S5E 0.0
O KIT-TMP-SE 01 [O CESNET-TMP-SE 0.0 M kek2-se.cc.kekjp 0.0
B KT-5E 01 O dpm.cyf-kredu.pl 0.0 @ MPPMU-SE 0.0
B KMI-TMP-SE 01 O MPPMU-TMP-5E 0.0 M UA-ISMA-SE 0.0
@ PNNL-TMP-SE 01 @O HEPHY-SE 00 plus 49 more

Generated on 2016-09-28 03.59:55 UTC
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<2 Bellell distributed computing

Aiming for the discovery of new physics

+ ~6kHz @ online storage

« ~100kB / event for raw data @ offline storage, ~10kB / mDST
* Raw data : more than 10PB/year @ full luminosity

Computing resources

 Grid : CREAM-CE, ARC-CE, HTCondor-CE

* Clusters w/o middleware : ssh or DIRAC SiteDirector
* Cloud: VMDIRAC, CloudSchedule, Dynamic Torque
« Others : Spontaneous pilot instantiation, VOINC

Storage elements
« STORM, DPM, Bestman2, dCache, DIP, XRootD
(38%), (29%), (19%), (14%) : 2.1PB (asof 2016 Fen)

Catalogue
+  AMGA (Metadata) + LFC (Replica)
» DFC (for development instance)

Extended

* Automated “Production system”
based on Transformation system

Plan to start the next large-scale MC production from November.
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Summary

SuperKEKB accelerator :
LER/HER beam circulation was successfully done as scheduled

Belle Il detector :
Right now, CDC(Central Drift Chamber) is being installed

Main Computer @ KEK was entirely replaced in August 2016

— Belle Il distributed computing core services are being reconfigured (aimost done)
— the next large-scale MC production is scheduled from this November

SINETS improved the connection of Japan-USA, Japan-Europe

KEK LHCONE connection is now fully configured

Network @ other sites will contribute to the performance improvement
(INFN-Napoli, PNNL, etc.)

— next data transfer challenge is scheduled to complete the performance test





