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Figure 1: Vislt client and libsim coupled with Garfield

Tools
- The parallelized version of the GARFIELD.
- Vislt* client and its libsim library coupled with the GARFIELD for

in-situ visualization.

Figure 2: Real-time visualization of electron avalanches in GEM simulation

* https://wci.llnl.gov/simulation/computer-codes/visit/




