
Astronomy Data Delivery and Processing Services 
with CADC and CANFAR

Sébastien Fabbro
for the Canadian Astronomy Data Centre



CADC users

● astronomy collaborations 
● telescopes 
● individual telescope observer PI
● other astronomy data centres
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Hubble Space 
Telescope

Hubble Space Telescope

● since 1986
● in-house processing
● UV, optical, infrared, spectra



Canada France Hawaii Telescope

● since 1991
● PI distribution
● large file sizes
● megaprime post-processing



James Clerk Maxwell Telescope

● since 1993
● many small files
● using all CADC web services
● today largest usage at CADC



196 User Storage Spaces

● since 2011
● VOSpace IVOA standard
● browser UI, cli and FUSE
● X.509 based



geography of user PUTs



data stored per replica in 2016
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Common Archive Observation Model

● location
● time
● energy
● polarization



● 23 ingested collections
● 115 instruments
● 4 calibration levels
● delivery: web services 

current archive



deliveries in 2015: 91M files, 1.1PB, 5k users



discovery challenges

● automated discovery with processing
● low user uptake

data expertise + data model complexity ?
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multi-cloud processing

● 2 OpenStack clouds
● Astronomy-aaS
● 2015: 4.4M jobs



Users



cloud processing challenges

● overheads
○ virtualization (sold: 5%, measured: 18%) 
○ VM size, boot time (hard on short time jobs)
○ mindsets, sysadmin astronomers

● shared storage between VMs
● network tuning
● embarrassingly parallel only so far
● technology evolution: containers, kubernetes, serverless...



             services integration



access control and group management at core

● user based management
● IVOA SSO + credential deleg.
● group management web service
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integration challenges
 

● data transfer dominated
● astronomy data centres federation
● legacy software for modern architectures
● batch processing competing with web services
● web services layer can be heavy



● small surveys storage: 2016: +1PB, 2017:+4PB
● large surveys (SKA, Euclid, LSST) Canadian involvement

are we ready to scale? 
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thanks!

www.cadc-ccda.hia-iha.nrc-cnrc.gc.ca

www.canfar.net

github.com/canfar

github.com/opencadc
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