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Introduction S s

The LHCDb Grid provides access to the data and computational resources to analyze them for
researchers with different geographical locations. The grid has hierarchical topology with multiple
sites distributed over the world. The sites differ from each other by number of CPUs, amount of disk SARA CERN LHCOPN RRCKT
storage and connection bandwidth. These parameters are essential for the grid work. Moreover, job N T - - -
scheduler and data distribution strategy have a great impact on the grid performance. However, it is 9 : " 9 : :: 9 : ::
hard to choose an appropriate algorithms and strategies as they need a lot of time to be tested on
the real grid.

In this study, we describe the LHCb grid simulator. We compare different algorithms for the job
scheduler and different data distribution strategies.
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Workflow

The simulator includes the LHCb TierO at CERN and 7 Tier1s with their number of CPUs, disk and
tape storages, optical network.

. Workload T
o5 M Ma&a()gdee'};ent - SlMJRlD The main job and data types were simulated. Different statistics for them such as CPU time,
~—

> number of jobs, input/output data size were taken form the LHCb Dirac Web Portal [1] and were
used for the jobs generation.

Data
Model
oges In this study, we have tested two jobs scheduling models: Simple and Data Availability Matching

E B (DAM). The Simple model distributes jobs by their place in the queue. The DAM model takes into

Jobs queue account a job input data availability on a requesting tier. For the data management model the current
replication strategy was used [2].

The SimGrid [3] simulator was used for the LHCb Grid work simulation.

Comparison with the LHCb Dirac Web Portal

Wall Time by JobType 12 Wall Time for the DAM model _ Wall Time for the Simple model
30 Days from 2016-07-09 to 2016-08-08 ' ' ' ' ' -
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The plots above show that the DAM model is qualitatively close to the one used in the LHCD. 100 Running Cores vs Number of Replicas ; __Avg. Daily Data Transfer vs Number of Replicas
The Simple model results are much more different. 1201 : ' : :
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The jobs and data parameters can be changed to test how different models will behave Pl — —— v —— —— — °
. . . . . . . c s s s s s s : |
themself. For the models tesing a list of jobs was generated. Simulations of the jobs running ER | > 40
were done for each pair of the jObS scheduling models (Simple or DAM) and data 50 S 20
management models (1-7 replicas per file). j
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CO“CIUS'O“ _Time Execution of One Job vs Number of Replicas | _Idle Time vs Number of Replicas
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The simulation allows to evaluate the LHCb Grid behavior for the different workload and 1.6 P
data management models. This helps to select the appropriate models for the optimal grid »
performance. I
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