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With the LHC Run2, end user analyses are increasingly challenging for both users and resource providers.
On the one hand, boosted data rates and more complex analyses favor and require larger data volumes to be
processed.
On the other hand, efficient analyses and resource provisioning require fast turnaround cycles.
This puts the scalability of analysis infrastructures to new limits.
Existing approaches to this problem, such as data locality based processing, are difficult to adapt to HEP
workflows.

For the first data taking period of Run2, the KIT CMS group has deployed a prototype enabling data locality
via coordinated caching.
The underlying middleware successfully solves key issues of data locality for HEP:

• Caching joins local high performance devices with large background storage.
• Data selection based on user workflows only allocates critical data to optimize throughput.
• Finally, transparent integration into the batch system and operating system reduces compatibility is-
sues for user software.

While the prototype has sped up user analyses by several factors, the scope has been limited so far.
Our prototype is deployed only on static, local processing resources accessing file servers under our own
administration.
Thus, recent developments focus on opportunistic infrastructure to prove the viability of our approach.

On the one hand, we focus on volatile resources, i.e. cloud computing.
The nature of caching lends itself nicely to this setup.
Yet, the lack of static infrastructure complicates distributed services, while delocalization makes locality opti-
mizations more complicated.

On the other hand, we explore providing caching as a service. Instead of creating an entire analysis environ-
ment, we provide a thin platform integrated into caching and resource provisioning services. Using docker,
we merge this high performance data analysis platform with user analysis environments on demand. This
allows using modern operating systems, drivers, and other performance critical components, while satisfying
arbitrary user dependencies at the same time.
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