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L ~ 46 m, ∅ ~ 22 m, 7000 tons 
~108 electronic channels 

Inner Tracker (|η|<2.5, B=2T):  
Si Pixels, Si strips, Trans. Rad. Det.  
Precise tracking and vertexing, e/π 
separation, momentum resolution:  
σ/pT ~ 0.04% pT (GeV) ⊕ 1.5% 

EM calorimeter: 
Pb-LAr Accordion, e/γ 
trigger, id. and meas., 
energy res.: σ/E ~ 
10%/√E ⊕ 0.7% 

HAD calorimetry (|η|<5): Fe/
scintillator Tiles (cen), Cu/W-LAr 
(fwd). trigger and meas. of jets 
and ET,miss, energy res.: σ/E ~ 
50%/√E ⊕ 3% 

Trigger system: 3-levels reducing 
the IA rate from 40 MHz to ~200 Hz Muon Spectrometer: air-core toroids with gas-based muon chambers. 

trigger and meas.  with momentum resolution < 10% up to  Eµ ~ 1 TeV 

Millions	of	detector	readout	channels	read	out	to	reconstruct	one	event

The Atlas Detector
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The Atlas Trigger and DAQ
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Streams and outputs
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Bandwidth	dominated	by	the	main	physics	stream	@	1	kHz	

14	full	event	physics	streams	

20	partial	event	calibration	and	debug	streams,	rates	from	<	1Hz	to	>10	kHz	

Mostly	processed	using	centrally	managed	software	configurations	
Providing	a	variety	of	data	formats	tailored	for	each	use	case
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What is Data Preparation?
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Run 2 Challenges
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Despite	improvements	in	
hardware,	software	and	

workflows,	we	had	
backlogs	at	the	Tier-0

LHC	uptime		
reached	~80%

•Pileup:							Averaged	over	all	fills,	pileup	is	similar	to	2012	(broad	distribution	with	mean	~20)	

•Peak	pileup	increasing	towards	end	of	year	and	expected	to	be	able	to	reach	50	next	year

Tier-0 Backlog:
1st June - 31st July
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Control room monitoring
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Dedicated	machines	in	the	
ATLAS	Control	Room	

Running	reconstruction	
producing	data	quality	

histograms	

Frequent	updates	from	
offline	data	quality	

monitoring	to	provide	best	
feedback	

Dedicated	DQ	shifter		to	
raise	the	alarm
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Online	DQ	and	Event	Displays
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See	talk	of	Ric	Bianchi	for	more	on	event	displays
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Prompt calibration and data quality

• a
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Tier-0	~10k	dedicated	slots	

First	pass	processing	takes	
~12	hours	for	fast	data	

quality	checks	on	~2%	data	

Calibration	streams	
processed	to	provide	

updated	conditions	within	
48	hour	calibration	loop
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An	example:	The	Insertable	B-Layer	(IBL)	exhibits	temperature-driven	distortion	

Problem:	Significant	misalignment	which	biases	the	beamspot	determination	
Worsening	problem	would	render	the	data	unusable	for	physics	

Solution:	Implemented	a	procedure	to	promptly	correct	alignment	and	beamspot	
Alignment	procedure	requires	four	iterations	-	resource	heavy	-	centrally	managed	
Subsequently	improved	to	correct	all	inner	detector	package	movements	within	a	run	

Centrally	manage	as	many	calibration	procedures	as	possible	to	optimise	resource	usage

ATLAS detector IBL

Addition of the IBL

LHC!ATLAS detector!trigger/operation!reconstruction/performance!physics

Beyond repairs and upgrades, one major addition: the IBL
Insertable B-Layer: new tracking detector 3.3 cm from the beam

Lies within the previously innermost tracking detector

Required a new (smaller) beam pipe to fit

IBL significantly improves tracking performance, shown later

ATL-PHYS-PUB-2015-018 ATLAS-PHO-COLLAB-2014-008-17
Steven Schramm (Université de Genève) ATLAS status and performance in Run-II October 15, 2015 5 / 19

Example: Prompt ID Alignment
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Bulk data processing and data quality

• a
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Tier-0	~10k	dedicated	slots	

Launch	bulk	processing	of	
all	physics	data	after	48	
hour	calibration	loop	

Typically		
~60M	events	per	day	

~60	TB	per	day
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Data Quality Monitoring Framework
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Histograms	production	
running	at	Tier0	as	part	of	
core	reconstruction	

DQ	assessment	using	web	
display	for	histogram	
presentation	

Data	rejection	down	to	one	
minute	

Defect	database	records	
problems	

Final	DQ	logic	combines	
defects	to	flag	bad	data	

Output	a	Good	Run	List
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Data Quality and Publications
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Data	Quality	efficiency	for	the	
ICHEP	dataset	

High	efficiency	in	general	
(Toroid	magnet	problem	made	a	
significant	dent	in	this	dataset	
but	now	this	is	around	2%)

Publication-ready	data	available	
after	around	one	week	

Also	thanks	to	success	of	the	
new	ATLAS	analysis	model



Dr Paul Laycock

Summary
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•The	impressive	LHC	performance	this	year	raised	serious	challenges	
•The	ATLAS	Data	Preparation	met	the	challenges	head	on	!	

•A	similar	overall	workflow	to	that	used	successfully	in	Run	1	
•Prompt	processing	of	a	fraction	of	data	for	fast	DQ	and	calibrations	
•Bulk	processing	launched	after	48	hours	

•More	workflows,	especially	critical	and	resource-heavy,	have	been	centralised	
•New	ones	added	to	improve	detector	performance	

•Data	Quality	assessment	critical	to	ensure	good	DQ	for	physics	
•Improved	DQ	in	the	control	room	to	catch	problems	as	early	as	possible	
•Improved	offline	DQ	workflows	and	tools	for	final	assessment	for	physics	

•High	DQ	efficiency	and	fast	turnaround	for	physics


