
XrootdFS	
A	Posix	File	system	for	XrootD	

	

Abstract	
	 When	 we	 first	 introduced	 XRootD	 storage	 system	 to	 the	 LHC,	 we	 needed	 a	
filesystem	 interface	 so	 that	 XRootD	 system	 could	 funcAon	 as	 a	 Grid	 Storage	
Element.	The	result	was	XRootDfs,	a	FUSE	based	mountable	posix	filesystem.	 It	
glues	all	the	data	servers	in	a	XRootD	storage	system	together	and	presents	it	as	
a	 single,	 posix	 compliant,	 mulA-user	 networked	 filesystem.	 XRootD's	 unique	
redirecAon	mechanism	requires	special	handling	of	IO	operaAons	and	metadata	
operaAons	 in	 the	 XRootDfs.	 This	 includes	 a	 throQling	mechanism	 to	 gracefully	
handle	extreme	metadata	operaAons;	handling	of	returned	results	from	all	data	
servers	 in	 a	 consistent	 way;	 hiding	 delays	 of	 metadata	 operaAons,	 including	
storage	media	latency;	enhancing	the	performance	of	concurrent	IO	by	mulAple		
applicaAons;	and	using	an	advanced	security	plugin	to	ensure	secure	data	access	
in	 a	 mulA-user	 environment.	 Over	 the	 last	 several	 years	 XRootDfs	 have	 been	
adopted	by	many	XRootD	sites	 for	data	management	as	well	as	data	access	by	
applicaAons	 that	 were	 not	 specifically	 designed	 to	 use	 the	 naAve	 XRootD	
interface.	Many	of	the	technical	methods	menAoned	above	can	also	be	used	to	
glue	 together	 other	 types	 (i.e.	 non-XRootD)	 data	 servers	 to	 provide	 seamless	
data	access.	

	
Use	Xrootd	Storage	as	a	Single	Posix	File	System	
		
•  Glue	a	distributed	Xrootd	storage	together	
•  MulA-user	networked	filesystem	
•  Posix	compliant:	
•  Run	unix	commands:	cd,	ls,	cp,	cat,	mv,	rm,	mkdir,	

find	…	
•  ApplicaAons	that	work	on	posix	filesystem:	scp/sYp,	

bbcp,	GridFTP,	Bestman	SRM	…	
•  Or	posix	IO	funcAons	in	your	applicaAon:	stat(),	

open(),	close(),	read(),	write(),	unlink(),	etc.	
	


